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Course Objectives:

● To understand the concept of Artificial Intelligence (AI) in the form of 
various Intellectual tasks

● To understand Problem Solving using various peculiar search 
strategies for AI

● To understand multi-agent environment in competitive environment
● To acquaint with the fundamentals of knowledge and reasoning
● To devise plan of action to achieve goals as a critical part of AI
● To develop a mind to solve real world problems unconventionally 

with optimality
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Course Outcomes:
After completion of the course, students should be able to

CO1: Identify and apply suitable Intelligent agents for various AI    
   applications

CO2: Build smart system using different informed search / uninformed  
         search or heuristic approaches
CO3: Identify knowledge associated and represent it by ontological 
         engineering to plan a strategy to solve given problem
CO4: Apply the suitable algorithms to solve AI problems
CO5: Implement ideas underlying modern logical inference systems
CO6: Represent complex problems with expressive yet carefully 
         constrained language of representation
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Introduction to Artificial Intelligence

● Artificial intelligence is the ability for a computer to think and learn.
With AI, computers can perform tasks that are typically done by people, including  
processing language, problem-solving, and learning.

● Artificial intelligence (AI) is a branch of computer science concerned with
building smart machines capable of performing tasks that typically 
require human intelligence.

● Artificial intelligence allows machines to model, and even improve  upon, 
the capabilities of the human mind.

● "It is a branch of computer science by which we can create intelligent 
machines which can behave like a human, think like humans, and 
able to make decisions."

● Example:
Digital Assistants
Apple's Siri, Google Now, Amazon's Alexa, and Microsoft's Cortana 



Introduction to Artificial Intelligence

AI Stands two words Artificial and Intelligence:

1. Artificial
Artificial is somewhat that is not real and is simulated. Artificial is not only 
used in the context of food. Artificial turf is a grass like surface for sports 
playing fields.

2. Intelligence
Defining and classifying Intelligence is extremely complicated. Intelligence 
is defined in many different ways like logic, understanding, self awareness, 
learning, planning, creativity and problem solving.



Objectives of AI (Goals of AI)

● AI Solves problems
● AI completes multiple tasks
● AI shapes the future of every company
● AI create synergy between humans and AI
● AI is good at problem-solving.
● AI helps with planning
● AI performs more complex tasks.



History of AI



How AI is Transforming Industries?

01

        Healthcare
AI-powered diagnostics, 

personalized treatment plans, 
drug discovery, remote 

patient monitoring, predictive 
analytics for disease 

prevention.

02

Finance

Algorithmic trading, fraud 
detection, credit scoring, 

risk management, 
customer service 

automation, personalized 
financial advice.

03

Transportation

Autonomous vehicles, route 
optimization, predictive 

maintenance, traffic 
management, smart 

logistics, ride-sharing 
algorithms.

04

Retail

Personalized 
recommendations, demand 

forecasting, inventory 
optimization, chatbots for 
customer service, virtual 

assistants, fraud detection.



The State of the Art

What can AI do today?

● Robotic vehicles
● Speech recognition
● Autonomous planning and scheduling
● Game playing
● Spam fighting
● Logistics planning
● Robotics
● Machine Translation



Types of AI



Types of AI



Applications of AI



Benefits and Risk of Artificial Intelligence



Intelligent Agents

An agent is anything that can be viewed as perceiving its environment through 
sensors and acting upon that environment through actuators.



Intelligent Agents

Agent Terminology:
Performance Measure of Agent − It is the criteria, which determines how successful 
an
agent is.
Behavior of Agent − It is the action that agent performs after any given sequence of
percepts.
Percept − It is agent’s perceptual inputs at a given instance.
Percept Sequence − It is the history of all that an agent has perceived till date.
Agent Function − It is a map from the precept sequence to an action.



Intelligent Agents

The vacuum-cleaner world



Good Behavior: The Concept of Rationality 

A rational agent is one that does the right thing—conceptually speaking, 
every entry in the table for the agent function is filled out correctly.

Rationality:
What is rational at any given time depends on four things:
• The performance measure that defines the criterion of success.
• The agent’s prior knowledge of the environment.
• The actions that the agent can perform.
• The agent’s percept sequence to date.

This leads to a definition of a rational agent:
For each possible percept sequence, a rational agent should select an action that 
is expected to maximize its performance measure, given the evidence provided by 
the percept sequence and whatever built-in knowledge the agent has.



The Nature of Environment 

Task environments, which are essentially the “problems” to which rational agents are the 
“solutions.”
Specifying the task environment:
PEAS (Performance, Environment, Actuators, Sensors)
In designing an agent, the first step must always be to specify the task environment as fully as 
possible.
● Performance Measure

The criteria used by an AI agent to evaluate its actions 

● Environment
 The external context in which the AI agent operates, including other agents, objects, and 
conditions 

● Actuators
 The mechanisms that enable the AI agent to interact with the environment and execute actions 

● Sensors
 The means by which the AI agent perceives and gathers information about its environment 



The Nature of Environment 



The Nature of Environment 
Examples of agent types and their PEAS descriptions.



The Nature of Environment 

An environment in artificial intelligence is the surrounding of the agent. The agent takes input 
from the environment through sensors and delivers the output to the environment through 
actuators. There are several types of environments: 

● Fully Observable vs Partially Observable

● Deterministic vs Stochastic

● Competitive vs Collaborative

● Single-agent vs Multi-agent

● Static vs Dynamic

● Discrete vs Continuous

● Episodic vs Sequential

● Known vs Unknown 



The Nature of Environment 

Fully Observable vs Partially Observable

● When an agent sensor is capable to sense or access the complete state of an agent at each point in time, it 

is said to be a fully observable environment else it is partially observable.

● Maintaining a fully observable environment is easy as there is no need to keep track of the history of the 

surrounding.

● An environment is called unobservable when the agent has no sensors in all environments.

● Examples: 

○ Chess – the board is fully observable, and so are the opponent’s moves.

○ Driving – the environment is partially observable because what’s around the corner is not known.



The Nature of Environment 

Deterministic vs Stochastic

● When a uniqueness in the agent’s current state completely determines the next state of the 

agent, the environment is said to be deterministic.

● The stochastic environment is random in nature which is not unique and cannot be completely 

determined by the agent.

● Examples:

○ Chess – there would be only a few possible moves for a chess piece at the current state and 

these moves can be determined.

○ Self-Driving Cars- the actions of a self-driving car are not unique, it varies time to time.



The Nature of Environment 

 Competitive vs Collaborative 

● An agent is said to be in a competitive environment when it competes against another 

agent to optimize the output.

● The game of chess is competitive as the agents compete with each other to win the 

game which is the output.

● An agent is said to be in a collaborative environment when multiple agents cooperate 

to produce the desired output.

● When multiple self-driving cars are found on the roads, they cooperate with each 

other to avoid collisions and reach their destination which is the output desired.



The Nature of Environment 

 Single-agent vs Multi-agent 

● An environment consisting of only one agent is said to be a single-agent 

environment.

● A person left alone in a maze is an example of the single-agent system.

● An environment involving more than one agent is a multi-agent environment.

● The game of football is multi-agent as it involves 11 players in each team.



The Nature of Environment 

Dynamic vs Static 

● An environment that keeps constantly changing itself when the agent is up with 

some action is said to be dynamic.

● A roller coaster ride is dynamic as it is set in motion and the environment keeps 

changing every instant.

● An idle environment with no change in its state is called a static environment.

● An empty house is static as there’s no change in the surroundings when an 

agent enters.



The Nature of Environment 

Discrete vs Continuous 

● If an environment consists of a finite number of actions that can be deliberated 

in the environment to obtain the output, it is said to be a discrete environment.

● The game of chess is discrete as it has only a finite number of moves. The 

number of moves might vary with every game, but still, it’s finite.

● The environment in which the actions are performed cannot be numbered i.e. is 

not discrete, is said to be continuous.

● Self-driving cars are an example of continuous environments as their actions are 

driving, parking, etc. which cannot be numbered.



The Nature of Environment 
Episodic vs Sequential

● In an Episodic task environment, each of the agent’s actions is divided into atomic incidents or 

episodes. There is no dependency between current and previous incidents. In each incident, an 

agent receives input from the environment and then performs the corresponding action.

● Example: Consider an example of Pick and Place robot, which is used to detect defective parts 

from the conveyor belts. Here, every time robot(agent) will make the decision on the current part 

i.e. there is no dependency between current and previous decisions.

● In a Sequential environment, the previous decisions can affect all future decisions. The next 

action of the agent depends on what action he has taken previously and what action he is 

supposed to take in the future.

● Example: 

○ Checkers- Where the previous move can affect all the following moves.



The Nature of Environment 
Known vs Unknown 

● In a known environment, the output for all probable actions is given. 

● Obviously, in case of unknown environment, for an agent to make a decision, it has 

to gain knowledge about how the environment works.



The Nature of Environment 



The Structure of Agents
The job of AI is to design an agent program that implements the agent function - the mapping from 

percepts to actions. This program will run on some sort of computing device with physical sensors 

and actuators—we call this the architecture:

agent = architecture + program

Agent programs:

It takes the current percept as input from the sensors and return an action to the actuators.

The table—an example of which is given for the vacuum world represents explicitly the agent function 

that the agent program embodies.

To build a rational agent in this way, we as designers must construct a table that contains the appropriate 

action for every possible percept sequence.



The Structure of Agents
Types of Agents-

• Simple reflex agents;

• Model-based reflex agents;

• Goal-based agents; and

• Utility-based agents.

• Learning agents.

Each kind of agent program combines particular components in particular ways to 

generate actions.



The Structure of Agents
Simple reflex agents:

● The Simple reflex agents are the simplest agents. These agents take decisions on the basis 
of the current percepts and ignore the rest of the percept history.

● These agents only succeed in the fully observable environment.
● The Simple reflex agent does not consider any part of percepts history during their decision 

and action process.
● The Simple reflex agent works on Condition-action rule, which means it maps the current 

state to action. Such as a Room Cleaner agent, it works only if there is dirt in the room.
● Problems for the simple reflex agent design approach:

○ They have very limited intelligence
○ They do not have knowledge of non-perceptual parts of the current state
○ Mostly too big to generate and to store.
○ Not adaptive to changes in the environment.



The Structure of Agents
Simple reflex agents:



The Structure of Agents
Simple reflex agents:

- Simple reflex agents have the admirable property of being simple, but they turn out to be of limited 

intelligence.

- Its have the admirable property of being simple, but they turn out to be of limited intelligence. The 

agent will work only if the correct decision can be made on the basis of only the current 

percept—that is, only if the environment is fully observable.



The Structure of Agents
Model-based reflex agents:

● The Model-based agent can work in a partially observable environment, and track the 
situation.

● A model-based agent has two important factors:
1. Model: It is knowledge about "how things happen in the world," so it is called a 

Model-based agent.
2. Internal State: It is a representation of the current state based on percept history.

● These agents have the model, "which is knowledge of the world" and based on the 
model they perform actions.

● Updating the agent state requires information about:
1. How the world evolves
2. How the agent's action affects the world.



The Structure of Agents
Model-based reflex agents:



The Structure of Agents
Goal-based agents:

● The knowledge of the current state environment is not always sufficient to decide for an 
agent to what to do.

● The agent needs to know its goal which describes desirable situations.
● Goal-based agents expand the capabilities of the model-based agent by having the "goal" 

information.
● They choose an action, so that they can achieve the goal.
● These agents may have to consider a long sequence of possible actions before deciding 

whether the goal is achieved or not. Such considerations of different scenario are called 
searching and planning, which makes an agent proactive.



The Structure of Agents
Goal-based agents:



The Structure of Agents
Utility-based agents:

● These agents are similar to the goal-based agent but provide an extra component of 
utility measurement which makes them different by providing a measure of success at a 
given state.

● Utility-based agent act based not only goals but also the best way to achieve the goal.
● The Utility-based agent is useful when there are multiple possible alternatives, and an 

agent has to choose in order to perform the best action.
● The utility function maps each state to a real number to check how efficiently each 

action achieves the goals.



The Structure of Agents

Utility-based agents:



The Structure of Agents

Learning Agents:
● A learning agent in AI is the type of agent which can learn from its past experiences, or it has 

learning capabilities.
● It starts to act with basic knowledge and then able to act and adapt automatically through learning.
● A learning agent has mainly four conceptual components, which are:

a. Learning element: It is responsible for making improvements by learning from environment
b. Critic: Learning element takes feedback from critic which describes that how well the agent is 

doing with respect to a fixed performance standard.
c. Performance element: It is responsible for selecting external action
d. Problem generator: This component is responsible for suggesting actions that will lead to 

new and informative experiences.
● Hence, learning agents are able to learn, analyze performance, and look for new ways to improve 

the performance.



The Structure of Agents
Learning Agents:



Thank You


