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COMPUTER NETWORKS

UNIT III
Circuit switching vs. packet switching / Packetteled networks — IP — ARP — RARP —
DHCP - ICMP — Queueing discipline — Routing algans — RIP — OSPF — Subnetting
— CIDR — Interdomain routing — BGP — Ipv6 — Mulstiag — Congestion avoidance in
network layer
CIRCUIT SWITCHING AND PACKET SWITCHING

PACKET SWITCHING
» A packet switch is a device with several inputs aatputs leading to and from the
hosts that the switch interconnects.

» The core job of a switch is to take packets thaveion an input antbrward (or
switch) them to the right output so that theil reach their appropriate destination.

» There are a variety of ways that the switch can determine the —rightl output for a
packet, which can be broadly categorized as coilumbess and connection-oriented approachesA
switch is a multi-input, multi-output device, whitdlansfers packets from an input to one or more
outputs. Thus, a switch adds the star topologhéqbint-to-point link, bus (Ethernet), and ring
(802.5 and FDDI) topologies.

» A star topology has several attractive properties:

» Even though a switch has a fixed number of inpots@utputs, which limits the
number of hosts that can be connected to a simgtels large networks can be built by
interconnecting a number of switches.

» We can connect switches to each other and to hestg point-to-point links, which
typically means that we can build networks of laggegraphic scope.

» Adding a new host to the network by connecting i tswitch does not necessarily
mean that the hosts already connected will getevpesformance from the network.

A switch providesa star topology

» Switched networks are considered mscalable.

» A switch’s primary job is to receive incoming patken one of its links and to
transmit them on some other link.

» This function is sometimes referred to as eitveitching or forwarding, and in terms
of the OSI architecture, it is the main functwiithe network layer.
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Example protocol graph running on a switch.
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Shows the protocol graph that would run on a swiiteth is connected to two T3 links and one
STS-1 SONET link.
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In this figure, we have split the input and outpalves of each link, and we refer to each input or
output as ort. In other words, this example switch has three imauts and three output ports.

TWO COMMON APPROCHES FOR SWITCHING AND FORWADING

» The first is thedatagram or connectionless approach. The secotftkisirtual circuit
or connection-oriented approach.

» A third approachsource routing, is less common than these otherlwbitis simple
to explain and does have some useful applications.
All host must havelobally unique identifier.
Datagrams

» You just make sure that every packet contains @mmfgrmation to enable any
switch to decide how to get it to its destinati®hat is, every packet contains the complete
destination address.

» To decide how to forward a packet, a switch cossafibrwarding table (sometimes
called a routing table).

Datagram forwar ding: an example networ k Forwarding tablefor switch 2.
Destination | Port
A 3
B 0
C 3
D 3
E 2
F 1
G 0
H 0
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ROUTING THROUGH DATAGRAM

» This particular table shows the forwarding inforioatthat switch 2 needs to forward
datagram's in the example network.

» Itis pretty easy to figure out such a table wheua jave a complete map of a simple
network like that depicted here; we could imagimetwork operator configuring the tables
statically.

» Itis a lot harder to create the forwarding talelrge, complex networks with
dynamically changing topologies and multiple pdibsveen destinations.

» That harder problem is known asiting.

Characteristics Of The Connectionless(datagram) Networ ks
» A host can send a packet anywhere at any timeg sing packet that turns up at a
switch can be immediately forwarded.

» When a host sends a packet, it has no way of krgivthe network is capable of
delivering it or if the destination host is evenamq running.

» Each packet is forwarded independently of previagkets that might have been sent
to the same destination. Thus, two successive pafrioen host A to host B may follow
completely different paths.

» A switch or link failure might not have any seriaeféect on communication if it is
possible to find an alternate route around theifaiand to update the forwarding table
accordingly.

Virtual Circuit Switching
» It uses the concept ofvdrtual circuit.

» which is also called a connection-oriented model,

It requires that we first set up a virtual coctien from the source host to the destination host
before any data is sent.

An example of avirtual circuit network

» In this example where host A again wants to seo#qia to host B.
» We can think of this as a two-stage process.

% The first stage is —connection setup.|

< The second is data transfer.
I YEAR
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» In the connection setup phase, it is necessary to establish —connection statel in each
of the switches between the source and destinhtets.

» The connection state for a single connection consists of an entry in a —VC tablel in
each switch through which the connection passes.

VIRTUAL CIRCUIT TABLE CONTAINS
» avirtual circuit identifier (VCI) that uniquely idéifies the connection at th&wvitch
and that will be carried inside the header of thekpts that belong to this connection.

» anincoming interface on which packets for this &@ve at the switch.
» an outgoing interface in which packets for this \é@ve the switch.

a potentially different VCI that will be used foutgoing packets.

» If a packet arrives on the designated incomingfate and that packet contains the
designated VCI value in its header, then that pasikeuld be sent out the specified outgoing
interface with the specified outgoing VCI valuestihaving been placed in its header.

» Note that the combination of the VCI of packetsrey are received at the switahd
the interface on which they are received uniquedntifies the virtual connection.

» There may of course be many virtual connectiorsbdished in the switch at one
time.

» Thus, the VCl is not a globally significant ideriffor the connection; rather, it has
significance only on a given link—that is, it Has local scope.

» Whenever a new connection is created, we needigraa new VCI for that
connection on each link that the connection wal/arse. We also need to ensure that

» the chosen VCI on a given link is not currentlyuse on that link by some existing
connection.
permanent virtual circuit (PVC)

» There are two broad classes of approach to edtalgisonnection state.
One is to have a network administrator configueedtate, in which case the virtual
circuit is —permanent.| Of course, it can also be deleted by the administrator, so a
permanent virtual circuit (PVC) might best be thaugihas a long-lived or
administratively configured VC.

Switched Virtual Circuit (SVC)

» Alternatively, a host can send messages into theank to cause the state
to be established. This is referred tes@malling, and the resulting virtual circuitee
said to beswitched.

Example PVC construction
» Let's assume that a network administrator wantaaoually create a new virtual
connection from host A to host B.

» The salient characteristic of a switched virtualceiit (SVC)is that a host
may set up and delete such a VC dynamically withioelinvolvement of a network
administrator.
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» Note that an SVC should more accurately be called a —signalledl VC, since it is the
use of signalling (not switching) .
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SVC CONSTRUCTION
» Tostart thesignalling process, host A sends a setup message into the
network,that is, to switch 1.

» The setup message contains, among other things, the complete destination
address of host B. The setup message needsto get all the way to B to create the necessary
connection statein every switch along the way.

We can see that getting the setup message to Bidilee getting a datagram to B, in that
the switches have to know which output to sendsétap message to so that it eventually reaches
B.For now, let’s just assume that the switches keaoaugh about the network topology
to figure out how to do that, so that the setupgags flows on to switches 2 and 3 before finally
reaching host B.

When switch 1 receives the connection requestditian to sending it on to switch 2, it
creates a new entry in its virtual circuit table tiois new connection. This entry is exactly the
same as shown previously in virtual circuit Table.

The main difference is that now the task of assigr@in unused VCI value on the
interface is performed by the switch. In this exémthe switch picks the value 5. The virtual
circuit table now has the following informationr:When packets arrive on port 2 with identifier
5, send them out on port Another issue is that, somehow, host A will neetearn that it
should put the VCI value of 5 in packets that intgato send to B.

When switch 2 receives the setup message, it pesfarsimilar process; in this example
it picks the value 11 as the incoming VCI valuenirly, switch 3 picks 7 as the value for its
incoming VCI. Each switch can pick any numberkes, as long as that number is not currently
in use for some other connection on that port af shvitch. As noted above, VCIs havdink
local scopk that is, they have no global significance.

Finally, the setup message arrives at host B. Asgythat B is healthy and willing to
accept a connection from host A, it too allocatesnaoming VCI value, in this case 4. This VCI
value can be used by B to identify all packets egnfifom host A.

When host A no longer wants to send data to hostt8ars down the connection by
sending a teardown message to switch 1. The swatoloves the relevant entry from its table and
forwards the message on to the other switcheipaltth, which similarly delete the appropriate
table entries. At this point, if host A were to denpacket with a VCI of 5 to switch 1, it would
be dropped as if the connection had never existed.

There are several things to note about virtuabdiwitching:

m Since host A has to wait for the connection regiteeseach the far side of the network
and return before it can send its first data padkete is at least one RTT of delay before data is
sent.

m While the connection request contains the fullrads for host B (which mightbe quite
large, being a global identifier on the networlg¢le data packet contains only a small identifier,
which is only unique on one link. Thus, the perjgoverhead caused by the header is reduced
relative to the datagram model.

m If a switch or a link in a connection fails, thennection is broken and a new one will
need to be established. Also, the old one neebs torn down to free up table storage space in
the switches.

m The issue of how a switch decides which link tavard the connection request on has
been glossed over. In essence, this is the sarbéepras building up the forwarding table for
datagram forwarding, which requires some sorbafing algorithm
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For example, an X.25 network—a packet-switched odtwhat uses the connection-oriented
model—employs the following three-part strategy:
1 Buffers are allocated to each virtual circuit whtkee circuit is initialized.

2 The sliding window protocol is run between eaah pf nodes along the virtual circuit,
and this protocol is augmented with flow controkeep the sending node from overrunning the
buffers allocated at the receiving node.

3 The circuit is rejected by a given node if nobegh buffers are available at that node
when the connection request message is processed.

In doing these three things, each node is ensureaving the buffers it needs to queue the
packets that arrive on that circuit. This basiatsfyy is usually calledop-by-hop flow control.

The most popular examples of virtual circuit tedbges are Frame Relay and asynchronous
transfer mode (ATM).

8 16 s “ariable 16

Flag V. Frame Flag
(OxTE) Address | Control l Data % charlics T {Ox’?E}I

73]

Frame Relay packet format.

PACKET SWITCHED NETWORKS:(IP,ARP,RARP,ICMP,DHCP)
INTERNET PROTOCOL

» We use the term —internetwork,| or sometimes just —internetl refers to an arbitrary
collection of networks interconnected to providenscsort of host to- host packet delivery
service.

» Aninternet is dogicAn internetwork is often referred to as a “werk of networks”
because it is made up of lots of smaller networkeawvork built out of a collection of physical
networks.

» The nodes that interconnect the networks are cadletdrs. They are also sometimes
called gateways.

» The Internet Protocol is the key tool used todaluitd scalable, heterogeneous
internetworks. It was originally known as the Kabarf protocol after its mventors

R 1 (F.x b mTlest )

=
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A simple internetwork. H = host; R = router.

TCP R1 R2 R3 TCP
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A simple internetwork, showing the protocol layased to connect H1 to H8 in the previous

figure.
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Service Model

» Service model is to define isgrvice modelthat is, the host-to-host services you want
to provide. The IP service model can be thoughsdfaving two parts: an addressing scheme,
which provides a way to identify all hosts in tnéernetwork.

» and a datagram (connectionless) model of dataetglihis service model is
sometimes callelest efforbecause, although IP makes every effort to deliagagrams, it
makes no guarantees.

Datagram Delivery
» The IP datagram is fundamental to the Internetdeast

» Datagram is a type of packet that happens to ldrsanconnectionless manner over
a network. Every datagram carries enough informatdet the network forward the packet to its
correct destination; there is no need for any adeaetup mechanism to tell the network what to
do when the packet arrives.

» —The—best-effort part means that if something goes wrong and thketayets
lost, corrupted, misdelivered, or in any way fadigeach its intended destination, the network
does nothing—it made its best effort, and thatlig has to do. It does not make any attempt to
recover from the failure. This is sometimes caledinreliableservicé.

» Best-effort, connectionless service is about thepkst service you could ask for
from an internetwork, and this is a great strength.

» Best-effort delivery does not just mean that paskan get lost. Sometimes they can
get delivered out of order, and sometimes the sakeb can get delivered more than once. The
higher-level protocols or applications that run\abt® need to beaware of all these possible
failure modes.

Packet Format

«» pe 3 = 1 < 1 < 3 1
HLen | TOS

Wersiom I Lemnagagth

lcdennt Flaas Offset

T T i | Protoaocol Checksuurm

SourceAddr

Destimnatiomn.Adcddr

O prionmns (wvwariabhblie)

Pad
{wvwariable)

Data

r/,:\\\:,,\/\w,,\\/\v/\l

Version field-denotes version of IP. The current versiohRofs 4, and it is sometimes called
IPv4.

The next field, HLen,-specifies the length of tleadtler in 32-bit words. When there are no
options, which is most of the time, the headerwgobds (20 bytes) long.

TOS (8 bits-type of service) field - its basic functimto allow packets to be treated
differently based on application needs. For exantpe TOS value might determine whether or
not a packet should be placed in a special quaiedheives low delay.

Length (16 bits)-length of the datagram, including the lezatnlike the HLen field, the
Length field counts bytes rather than words. Tkhes maximum size of an IP datagram is 65,535
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bytes. The physical network overwhich IP is runnimgwever, may not support such long
packets. For this reason,IP supports a fragmentatid reassembly process.

The second word of the header contains informathmyut fragmentation, and the details of its
use are presented under —Fragmentation and Reassemblyl .

Ident field-to identify the fragments, all the fragnts have same id ,it is same as original
packet’s id.

Flags field —it has three bits first bit is alwd#(slefault),second bit is DF(don’t
fragment)-denote no need to fragment the packied, bt is More Fragment-denote whether the
current fragment has follow up fragments or nat(i$ 1-more fragments,0-this is the last
fragment).

Offset field-meaning that there are more fragmémfsllow, and it sets the Offset to O,
since this fragment contains the first part of@hginal datagram. The data carried in the second
fragment starts with the 513th byte of the origidatia, so the Offset field in this header is set to
64, which is 512 + 8. Why the division by 8? Beaatlse designers of IP decided that
fragmentation should always happen on 8-byte baueslavhich means that the Offset field
counts 8-byte chunks, not bytes.The third fragneentains the last 376 bytes of data, and the
offset is now 2 x 512 + 8 = 128.

Moving on to the third word of the header contains

TTL field(time to live)- was set to a specific numbéseconds that the packet would be
allowed to live and routers along the path wouldrédment this field until it reached O.
However,since it was rare for a packet to sit ofceng as 1 second in a router, and routers did
not all have access to a common clock, most rojustslecremented the TTL by 1 as they
forwarded the packet.

TheProtocol field- is simply a demultiplexing key that idenéi§i the higher-level
protocol to which this IP packet should be pas3édre are values defined for TCP (6), UDP
(17), and many other protocols that may sit ab&vinIthe protocol graph.

The Checksum field(16 bits)-Error detection bits.

Sour ce addr ess-to identify the source.

Destination addr ess-to identify the destination.
Finally, there may be a numberagtions at the end of the header. The presence or absénce o
options may be determined by examining the heahgth (HLen) field. While options are used
fairly rarely, a complete IP implementation mushdiie them all.

» Fragmentation and Reassembly

» One of the problems of providing a uniform hosttust service model over a
heterogeneous collection of networks is that eattvork technology tends to have its own idea
of how large a packet can be.

» For example, an Ethernet can accept packets upOid lytes long, while FDDI
packets may be 4500 bytes long. This leaves twiebdor the IP service model: make sure that
all IP datagrams are small enough to fit inside pexeket on any network technology, or provide
a means by which packets can be fragmented ansereated when they are too big to go over a
given network technology.

» For example, two hosts connected to FDDI netwdnks ére interconnected by a
point-to-point link would not need to send packetsk enough to fit on an Ethernet. The central
idea here is that every network type hasaximum transmission urfifMTU), which is the largest
IP datagram that it can carry in a frame.

» Note that this value is smaller than the largeskpisize on that network because the
IP datagram needs to fit in tpbayloadof the link-layer frame.

» When a host sends an IP datagram, therefore, itloamse any size that it wants. A
reasonable choice is the MTU of the network to Wwhiee host is directly attached.
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» Then fragmentation will only be necessary if théhda the destination includes a
network with a smaller MTU. Should the transpodtpcol that sits on top of IP give IP a packet
larger than the local MTU, however, then the solneg must fragment it.

» — Fragmentation typically occurs in a router wheredeives a datagram that it
wants to forward over a network that has an MTU thamaller than the received datagtam

» To enable these fragments to be reassembled eddbring host, they all carry the
same identifier in the Ident field. This identifisrchosen by the sending host and is intended to
be unique among all the datagrams that might aatibe destination from this source over some
reasonable time period.

» Since all fragments of the original datagram canthis identifier, the reassembling
host will be able to recognize those fragments gloaibgether.

» Should all the fragments not arrive at the recg\iost, the host gives up on the
reassembly process and discards the fragmentdithatrive. IP does not attempt to recover
from missing fragments.

To see what this all means, consider what happées Wwost H1 sends a datagram to host H8 in
the example internet shown in the following FigliE®0 bytes for the two Ethernets, 4500 bytes
for the FDDI network, and 532 bytes for the pomHpbint network, then a 1420-byte datagram
(20-byte IP header plus 1400 bytes of data) sent 11 makes it across the first Ethernet and
the FDDI network without fragmentation but mustflagmented into three datagrams at router
R2. These three fragments are then forwarded khgr&®B across the second Ethernet to the
destination host.

1L R1 R2 R3 1S
[ETH [1P[(1400)] [FoDI[IP[¢1a00)] [PPP [IP[(512)]
| PPP [IP[(512) ETH |[IP[(512)
[ere [1F[7e)

IP datagrams traversing the sequence of physitabnles
Two important points regarding Fragmentation and€embly:

1 Each fragment is itself a self-contained IP datagthat is transmitted over a sequence
of physical networks, independent of the otherrfragts.

2 Each IP datagram is reencapsulated for eachqaiystwork over which it travels.
Header fields used in IP fragmentation. (a) Unfragtad packet; (b) frag-mented packets.

Start of headar

Idemnt = »x [ I IDI O ffsaet = O

Rest of header

1400 data bhytes

Start of headeaer
ldent — [ | | 1 | O ffset — O

Rest of headeaer

S12 data bhbytes

Start of header
Icdemnt = x I I I | | O ffset = &G4

Rest of header

512 data bytes

Start of headcder
ldernt — > I I IC}I O ffset — 128

Rest of headeaer

S7FE data by irtes
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Implementation

First, we define the key data structure (Fragltisa) is used to hold the individual
fragments that arrive at the destination. Inconfifagments are saved in this data structure until
all the fragments in the original datagram haveved; at which time they are reassembled into a
complete datagram and passed up to some highdrgetecol.

Note that each element in FragList contains e#heagment or a hole.

#define FRAGOFFMASK 0x1fff

#define FRAGOFFSET (fragflag) ((fragflag) & FRAGOFREK)
#define INFINITE_OFFSET Oxffff

[* structure to hold the fields that uniquely idénfragments of the same IP datagram */
typedef struct fid {

IpHost source;

IpHost dest;

u_char prot;

u_char pad;

u_short ident;

} Fragld,;

typedef struct hole {

u_int first;

u_int last;

} Hole;

#define HOLE 1

#define FRAG 2

[* structure to hold a fragment or a hole */
typedef struct fragif {

u_char type;

union {

Hole hole;

Msg frag;

Hu;

Struct fragif *next, *prev;

} Fraginfo;

[* structure to hold all the fragments and holasgo
single IP datagram being reassembled */
typedef struct FragList {

u_short nholes;

Fraginfo head; /* dummy header node */

Binding binding;

bool gcMark; /* garbage collection flag */

} FraglList;

Global Addresses

» Global uniqueness is the first property that shdmggprovided in an addressing
scheme.

» Ethernet addresses are globally unique, but tiaealloes not suffice for an
addressing scheme in a large internetwork. Ethexthétesses are alfiat, which means that they
have no structure and provide very few clues teimgyprotocols.
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» In contrast, IP addresses aierarchical by which we mean that they are made up of
several parts that correspond to some sort of igigyan the internetwork.

» Specifically, IP addresses consist of two partstavork part and a host part. This is a
fairly logical structure for an internetwork, whichmade up of many interconnected networks.

» The network part of an IP address identifies thevaek to which the host is attached;
all hosts attached to the same network have the satavork part in their IP address.

The host part then identifies each host uniquelyham particular network.
IP addresses are divided into three different elss

(There are also class D addresses that specifyftecastigroup, and class E addresses
that are currently unused.)

24
(=3 (8] Network Host ]
14 16
(b) 1 (@] Netvwork Host I
21 8
k=) 1 1 (9] Network Host I

P addresses: (a)class A;(b)class B;class C.
The class of an IP address is identified in thetraigmificant few bits. If the first bit is 0,
it is a class A address. If the first bit is 1 dhe second is O, it is a class B address.
If the first two bits are 1 and the third is Oisita class C address. Thus, of the approximately 4
billion possible IP addresses, half are class &, quarter are class B, and one-eighth are class C.

Each class allocates a certain number of bitsh®mnetwork part of the address and the
rest for the host part. Class A networks have § foit the network part and 24 bits for the host
part, meaning that there can be only 126 classtorks (the values 0 and 127 are reserved), but
each of them can accommodate up to 224 - 2 (aléontillion) hosts (again,there are two
reserved values).

Class B addresses allocate 14 bits for the netaodkl6 bits for the host, meaning that
each class B network has room for 65,534 hostslligirclass C addresses have only 8 bits for
the host and 21 for the network part. Therefordaas C network can have only 256 unique host
identifiers, which means only 254 attached hoste (wost identifier, 255, is reserved for
broadcast, and 0 is not a valid host number). Hewelie addressing scheme supports 221 class
C networks.

By convention, IP addresses are written as dmaimalintegers separated by dots. Each
integer represents the decimal value containedoytd of the address, starting at the most
significant. For example, the address of the coempoih which this sentence was typed is
171.69.210.245

Datagram Forwardingin | P

Forwardingis the process of taking a packet from an inputsentling it out on the appropriate
output, whileroutingis the process of building up the tables that allogvcorrect output for a
packet to be determined.

The main points to bear in mind as we discussahgdrding of IP datagrams are the following:

» Every IP datagram contains the IP address of teéndd¢ion host.
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» The —network partl of an IP address uniquely identifies a single physical network that is part
of the larger Internet.

» All hosts and routers that share the same netwantkgh their address are connected to the
same physical network and can thus communicateegiti other by sending frames over that
network.

» Every physical network that is part of the Interhas at least one router that, by definition, is
also connected to at least one other physical nm&pilas router can exchange packets with hosts
or routers on either network.

Forwarding I P datagram:

A datagram is sent from a source host to a degtmabst, possibly passing through
several routers along the way. Any node, whethisrathost or a router, first tries to establish
whether it is connected to the same physical nétasithe destination.

To do this, it compares the network part of theidason address with the network part
of the address of each of its network interfaces.

If the node is not connected to the same physieaVark as the destination node, then it
needs to send the datagram to a router. In gemaeth, node will have a choice of several routers,
and so it needs to pick the best one, or at leastimat has a reasonable chance of getting the
datagram closer to its destination.

The router that it chooses is known asribgt hoprouter. The router finds the correct
next hop by consulting its forwarding table. Theafarding table is conceptually just a list of
_NetworkNum, NextHop_ pairs. (As we will see beldarwarding tables in practice often
contain some additional information related torke&t hop.)

Normally, there is also a default router that isdig none of the entries in the table match the
destination’s network number.

For a host, it may be quite acceptable to havdautteouter and nothing else—this
means that all datagrams destined for hosts ntitephysical network to which the sending host
is attached will be sent out through the defaulten

The datagram forwarding algorithm in the followiwwagy:

if (NetworkNum of destination = NetworkNum of oneroy interfaces) then
deliver packet to destination over that interface

else

if (NetworkNum of destination is in my forwardinglile) then

deliver packet to NextHop router

else

deliver packet to default router

For a host with only one interface and only a diéfanwter in its forwarding
table, this simplifies to

if (NetworkNum of destination = my NetworkNum) then

deliver packet to destination directly

else

deliver packet to default router
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Nerwork 1 (Ethernert)

FI1 Fi> EI3 L= g

Nerwork 2 (Ectherner)
R1

Nertwork 4
(poinr-to-poinrt)

HS He

Consider the above figure First, suppose that Hitsveo send a datagram to H2. Since
they are on the same physical network, H1 and K2 ba&e same network number in their IP
address. Thus, H1 deduces that it can deliverdtegdam directly to H2 over the Ethernet.

The one issue that needs to be resolved is hownd4 dut the correct Ethernet address
for H2—this is the address resolution mechanisnw Noppose H1 wants to send a datagram to
H8. Since these hosts are on different physicaloidss, they have different network numbers, so
H1 deduces that it needs to send the datagramotater.

R1 is the only choice—the default router—so H1 sahé datagram over the Ethernet to
R1. Similarly, R1 knows that it cannot deliver aaggam directly to H8 because neither of R1's
interfaces is on the same network as H8.

Suppose R1’s default router is R2; R1 then serglgldtagram to R2 over the token ring
network.
FORWARDING TABLE FOR ROUTER R2

NetworkMNumm NextHoOop
1 R3
2 R1
COMPLETE FORWARDING TABLE FOR R2
NetworkMNum NextHop
i R3
2 R1
3 Interface 1
-1 Interface O
ROUTER IMPLEMENTATION
Block diagram of a router
y 4
Control
processor
A y 00 4
A 4
— > S, Y T
— e . — Y >
| Switching >
— > —®»  fabric —>
- Input — —p Output i
port port
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The control processor is responsible for runnirggydluiting protocolsand generally acts
as the central point of control of the router. Blatching fabric transfers packets from one port
to another, just as in a switch, and the portsigeoa range of functionality to allow the router to
interface to links of various types (e.g., EtherS®NET, etc.).

A few points are worth noting about router desigd bow it differs from switch design.
First, routers must be designed to handle varilvgth packets, a constraint that does not apply
to ATM switches but is certainly applicable to ittt or Frame Relay switches.

It turns out that many high-performance routerso@signed using a switching fabric that is cell
based.

In such cases the ports must be able to convadbledength packets into cells and back
again.

Another consequence of the variable length of tagtams is that it can be harder to
characterize the performance of a router than &ckwhat forwards only cells. Routers can
usually forward a certain number of packets peosdcand this implies that the total throughput
in bits per second depends on packet size.

Router designers generally have to make a choite\akat packet length they will
support atine rate That is, if pps (packets per second) is the rateghech packets arriving on a
particular port can be forwarded, and lineratdésphysical speed of the port in bits per second,
then there will be some packetsize in bits such tha

packetsize x pps = linerate

When it comes to the task of forwarding IP packetsters can be broadly characterized
as having either eentralizedor distributedforwarding model.

In the centralized model, the IP forwarding aldont outlined earlier in this section, is
done in a single processing engine that handlesdffec from all ports.

In the distributed model, there are several prongsngines, perhaps one per port, or
more often one per line card, where a line card sestye one or more physical ports.

Each model has advantages and disadvantagesirfgstheing equal, a distributed
forwarding model should be able to forward morekp#s per second through the router as a
whole because there is more processing powerah tot

But a distributed model also complicates the sakvaachitecture because each
forwarding engine typically needs its own copylud forwarding table, and thus it is necessary
for the control processor to ensure that the fodway tables are updated consistently and in a
timely manner.

ADDRESSRESOLUTION PROTOCOL (ARP)

The main issue is that IP datagrams contain |Pesdds, but the physical interface
hardware on the host or router to which you warsieted the datagram only understands the
addressing scheme of that particular network.

Thus, we need to translate the IP address to ddirét address that makes sense on this
network.

We can then encapsulate the IP datagram insidareefthat contains that link-level
address and send it either to the ultimate degtimat to a router that promises to forward the
datagram toward the ultimate destination.

One simple way to map an IP address into a physetalork address is to encode a
host’s physical address in the host part of itadBress.

» For example, a hostith physical address 00100001 01001001 (whichtmaslecimal
value 33 in the upper byte and 81 in the lower Yoytight be given the IP address 128.96.33.81.

» While this solution has been used on some netwadrisslimited in that the network’s
physical addresses can be no more than 16 bitsahis example; they can be only 8 Basg on a
class C network. This clearly will not work for 4&-Ethernet addresses.

» A more general solution would be for each host antain a table of address pairs; that
is, the table would map IP addresses into physiddiesses.
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» While this table could be centrally managed by stesy administrator and then copied to
each host on the network, a better approach waaufdieach host to dynamically learn the contents
of the table using the network. This can be accahetl using the Address Resolution Protocol
(ARP).

» The goal of ARP is to enable each host on a nettmbuild up a table of mappings
between IP addresses and link-level addresses.

» Since these mappings may change over time (ecpube an Ethernet card in a host
breaks and is replaced by a new one with a neweadjirthe entries are timed out periodically and
removed. This happens on the order of every 15 @i he set of mappings currently stored in a
host is known as the ARP cache or ARP table.

» ARP takes advantage of the fact that many link{leeéwork technologies, such as
Ethernet and token ring, support broadcast. Ifst vants to send an IP datagram to a host (ormoute
that it knows to be on the same network (i.e. sémading and receiving node have the same IP
network number), it first checks for a mappingtie tache.

» If no mapping is found, it needs to invoke the Asddr Resolution Protocol over the
network. It does this by broadcasting an ARP gquerty the network.

» This query contains the IP address in question (the —target IP addressl). Each host
receives the query and checks to see if it matthié8 address. If it does match, the host sends a
response message that contains its link-layer addr@ck to the originator of the query. The
originator adds the information contained in tleisponse to its ARP table.

» The query message also includes the IP addredisirdyer address of the sending host.
Thus, when a host broadcasts a query messagehestchbn the network can learn the sender’s link-
level and IP addresses and place that informatidis IARP table.

» However, not every host adds this information $0ARP table. If the host already has an
entry for that host in its table, it —refreshesl| this entry; that is, it resets the length of time until it
discards the entry.

» If that host is the target of the query, then idsthe information about the sender to its
table, even if it did not already have an entrytfat host. This is because there is a good chthate
the source host is about to send it an applicdéeel message, and it may eventually have to send a
response or ACK back to the source; it will neezlgburce’s physical address to do this.

» If a hostis not the target and does not already laa entry for the source in its ARP
table, then it does not add an entry for the sourbes is because there is no reason to believetitsa
host will ever need the source’s link-level addrdéissre is no need to clutter its ARP table witis th
information.

O

2]

16 31

Hardware type = 1 ProtocolType = 0x0800

HLen = 48 PLen = 32 Operation

SourceHardwareAddr (bytes 0—-3)

SourceHardwareAddr (bytes 4-5) | SourceProtocolAddr (bytes 0—1)

SourceProtocolAddr (bytes 2—-3) TargetHardwareAddr (bytes 0—1)

TargetHardwareAddr (bytes 2-5)

TargetProtocolAddr (bytes 0—3)

ARP packet format for mapping I P addressesinto Ether net addr esses.
The ARP packet contains
» a HardwareType field, which specifies the type loygcal network (e.g.,Ethernet).
» a ProtocolType field, which specifies the highearelaprotocol (e.g., IP).
» HLen (—hardwarel address length) and PLen (—protocoll address length) fields,
which specify the length of the link-layer addrassl higher-layer protocol address, respectively.
» an Operation field, which specifies whether thia iequest or a response.
» the source and target hardware (Ethernet) andqob{®) addresses.
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ATMARP
ATM network don’t support broadcast messages,&slaws differentARP procedure
that may be used in an ATM network and that does not depenbiroadcast or LAN emulation.
This procedure is known as ATMARP and is part ef@assical IP over ATMnodel.
The reason for calling the model —classicall will become apparent shortly. Like LAN emulation,
ATMARRP relies on the use of a server to resolveresitbs—in this case, it is called an ARP
server, and its behavior is described below.

A key concept in the Classical IP over ATM modehislogical IP subnetfLIS).The LIS
abstraction allows us to take one large ATM netwanrll subdivide it into several smaller
subnets.

All nodes on the same subnet have the same IP detwober. And just as in -classital
IP, two nodes (hosts or routers) that are on theessubnet can communicate directly over the
ATM network, whereas two nodes that are on diffeseminets will have to communicate via one
or more routers.

R

10.0.0.2 7 | 12.0.0.3

- - ” \ -
&L 10.0.0.1 — 12.0.0.5
- _—
Fi1 R =

S ) F, <
LIS 1C | R — J H2
— _I,“'

ATM nerwork

Logical | P subnets.

in the above Figure Note that the IP address dfHbdhas a network number of 10, as does the

router interface that connects to the left-hand WBile H2 has a network number of 12, as does
the right-hand interface on the router. That is,anl the router connect to the same LIS (LIS10)
while H2 is on a different subnet (LIS 12) to whitle router also connects.

An advantage of the LIS model is that we can conadarge number of hosts and routers
to a big ATM network without necessarily giving thall addresses from the same IP network.
This may make it easier to manage address assignfoeaxample, in the case where not all
nodes connected to the ATM network are under th&aloof the same administrative entity.

The division of the ATM network into a number of3d also improves scalability by
limiting the number of nodes that must be suppadoted single ARP server.

The basic job of an ARP server is to enable nodes IdS to resolve IP addresses to
ATM addresses without using broadcast. Each notleeilLIS must be configured with the ATM
address of the ARP server, so that it can estadld@ to the server when it boots. Once it has a
VC to the server, the node sends a registratiosagesto the ARP server that contains both the
IP and ATM addresses of the registering node.

Thus the ARP server builds up a complete databesiethe |IP address, ATM address_
pairs. Once this is in place, any node that wansehd a packet to some IP address can ask the
ARP server to provide the corresponding ATM address

Once this is received, the sending node can use Aigvalling to set up a VC to that
ATM address, and then send the packet. Just likeesdional ARP, a cache of IP-to-ATM
address mappings can be maintained. In additiemdde can keep a VC established to that
ATM destination as long as there is enough trdffiwing to justify it, thus avoiding the delay of
setting up the VC again when the next packet asrive
An interesting consequence of the Classical IP 8¥évl model is that two nodes on the same
ATM network cannot establish a direct VC betweemtkelves if they are on different subnet.
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REVERSE ADDRESSRESOLUTION PROTOCOL (RARP)

RARP finds the logical address for a machine tindy knows its physical address. This if
often encountered on thin-client workstations. Mk dso when machine is booted, it needs to
know its IP address (don’t want to burn the IP addiinto the ROM).

RARP requests are broadcast, RARP replies aresinl€a thin-client workstation needs
to know its IP address, it probably also needsimakits subnet mask, router address, DNS
address, etc.

So we need something more than RARP. BOOTP, andt#@P have replaced RARP.

Logical address [LLogical address
ARP RARP
Phwvsical address Physical address

Position of ARP and RARP in TCP/IP protocol suite

iGmp || 1emp |

Network
layer

IP

ARP || RARP

RARP operation

A4:-BE: A5:57:82:36. 1T am

Ny physical address is
looking for my IP address.

LA
e

RARP server

Y our IP address is:
141.14.56.21

==

RARP server

=
b. RARP reply is unicast
RARP packet
Hardware ty pe Protocol type
Hardware Protocol Operation
length length Rcecquest 3, Reply 4

Sender hardware address
(For example, 6 bytes for Ethernet)

Sender protocol address
(For example. 4 bytes for IP)
(It is not filled for request)

Targel hardware address
(For example, 6 bytes for Ethernet)
(Tt is mot Filled for request)

Target protocol address
(For example, 4 bytes for IP)
(It is not filled for request)
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The ARP packet contains
» a HardwareType field, which specifies the type loygcal network (e.g.,Ethernet).
» a ProtocolType field, which specifies the highearelaprotocol (e.g., IP).
» HLen (—hardwarel address length) and PLen (—protocoll address length) fields,
which specify the length of the link-layer addrassl higher-layer protocol address, respectively.
» an Operation field, which specifies whether thia iequest or a response.
» the source and target hardware (Ethernet) andqob®) addresses.

DYNAMIC HOST CONTROL PROTOCOL (DHCP)

» Most host operating systems provide a way for gegsysdministrator, or even a usetr,
to manually configure the IP information neededaldyost. However, there are some obvious
drawbacks to such manual configuration.

» Oneis that it is simply a lot of work to configai the hosts in a large network
directly, especially when you consider that sucstfiare not reachable over a network until they
are configured.

» Even more importantly, the configuration procesgeig/ error-prone, since it is
necessary to ensure that every host gets the toeteork number and that no two hosts receive
the same IP address.

» For these reasons, automated configuration meth@dsequired. The primary
method uses a protocol known as the Dynamic Hosfi@uration Protocol (DHCP).

» DHCP relies on the existence of a DHCP serverighasponsible for providing
configuration information to hosts. There is asleane DHCP server for an administrative
domain.

» Atthe simplest level, the DHCP server can funcjigt as a centralized repository
for host configuration information. Consider, foaenple, the problem of administering
addresses in the internetwork of a large company.

» DHCP saves the network administrators from hawingalk around to every host in
the company with a list of addresses and netwonk im&and and configuring each host
manually.

» Instead, the configuration information for eachthamild be stored in the DHCP
server and automatically retrieved by each hostwitis booted or connected to the network.

» However, the administrator would still pick the aelgs that each host is to receive; he
would just store that in the server. In this motig, configuration information for reach host is
stored in a table that is indexed by some formmdue client identifier typically the-hardware
addresk(e.g., the Ethernet address of its network adaptor

» A more sophisticated use of DHCP saves the netadnkininstrator from even
having to assign addresses to individual hostghighmodel, the DHCP server maintains a pool
of available addresses that it hands out to hestiemand.

» This considerably reduces the amount of configarasin administrator must do,
since now it is only necessary to allocate a rarige addresses (all with the same network
number) to each network.

» Since the goal of DHCP is to minimize the amounmahual configuration required
for a host to function, it would rather defeat phepose if each host had to be configured with the
address of a DHCP server.

» Thus, the first problem faced by DHCP is that a/eediscovery. To contact a
DHCP server, a newly booted or attached host semisCPDISCOVER message to a special IP
address (255.255.255.255) that is an IP broaddaséss.

» This means it will be received by all hosts andeasion that network. (Routers do
not forward such packets onto other networks, prevg broadcast to the entire Internet.) In the
simplest case, one of these nodes is the DHCPrdene network.

» The server would then reply to the host that geedrene discovery message (all the
other nodes would ignore it). However, it is naligdesirable to require one DHCP server on
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every network because this still creates a potnteage number of servers that need to be
correctly and consistently configured.

» Thus, DHCP uses the concept oktay agent There is at least one relay agent on
each network, and it is configured with just onecgi of information: the IP address of the DHCP
server.

» When a relay agent receives a DHCPDISCOVER mesgagegcasts it to the DHCP
server and awaits the response, which it will teemd back to the requesting client.

Unicast to server
—_—

L T

b i - »
| BEREREE . Other networks j——
relay S s

DHCP
server

Broadcast I

‘SI..

e —

Host

A DHCP relay agent receives a broadcast DHCPDISC®¥WEessage from a host and sends a
unicast DHCPDISCOVER message to the DHCP server.

Operation | H Ty e [ HLen | Hops
> i
Secs l Flags
ciaddr
wiaddr
siaddr
giaddr

chaddr (16 bhbytes)

smMmarme (6494 bywytes)

TFile (128 bhywytes)

o Ticoms

DHCP PACKET FORMAT
INTERNET CONTROL MESSAGE PROTOCOL(ICMP)

IP is always configured with a companion protokalwn as the Internet Control
Message Protocol (ICMP), that defines a collectibarror messages that are sent back to the
source host whenever a router or host is unalpedicess an IP datagram successfully. For
example, ICMP defines error messages indicatingthigadestination host is unreachable
(perhaps due to a link failure), that the reassgmiicess failed, that the TTL had reached 0, that
the IP header checksum failed, and so on.

ICMP also defines a handful of control messagetsatmauter can send back to a source
host. One of the most useful control messagegdalh ICMP-Redirect, tells the source host that
there is a better route to the destination.

ICMP-Redirects are used in the following situatiSnppose a host is connected to a
network that has two routers attached to it, caRédand R2, where the host uses R1 as its default
router. Should R1 ever receive a datagram fronitis¢, where based on its forwarding table it
knows that R2 would have been a better choice f@aricular destination address, it sends an
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ICMP-Redirect back to the host, instructing it sWR2 for all future datagrams addressed to that
destination. The host then adds this new routtstimiwarding table.

Queuing Disciplines

Each router must implement some queuing discighaé governs how packets are
buffered while waiting to be transmitted.

The queuing algorithm can be thought of as allogatioth bandwidth (which packets get
transmitted) and buffer pace (which packets gedadded). It also directly affects the latency
experienced by a packet, by determining how longcket waits to be transmitted.

Two common queuing algorithms:

» first-in-first-out (FIFO) and
» fair queuing (FQ)

FIFO
The idea of FIFO queuing, also called first-cometfserved (FCFS) queuing, is simple: The first
packet that arrives at a router is the first patidte transmitted.

Arriving MNexrt free MNext to
packet buffer transmit
™,
M,
\ \ ~
-
| | I |
- | | | | -
| | | |
l | | l
T I
P e
/ -~
-~
-~ -~
{a) Free buffers Queued packerts
Arriving Next to
packet transmit

S g

NN EEEE NN

(b) Drop

This is illustrated in Figure (a), which shows a FIFO with —slotsl to hold up to eight
packets. Given that the amount of buffer spacaet eouter is finite, if a packet arrives and the
gueue (buffer space) is full, then the router didsdhat packet, as shown in Figure (b).

This is done without regard to which flow the padkelongs to or how important the packet is.
This is sometimes calladil drop, since packets that arrive at the tail end ofRO are

dropped. Note that tail drop and FIFO are two sagarideas. FIFO isscheduling discipline-

it determines the order in which packets are tréitsd Tail drop is arop policy—it determines
which packets get dropped. Because FIFO and & dre the simplest instances of scheduling
discipline and drop policy, respectively, they soenetimes viewed as a bundle—the vanilla
gueuing implementation. Unfortunately, the bundleften referred to simply asFIFO

qgueuingl when it should more precisely be calledIFO with tail drop.l Section 6.4 provides an
example of another drop policy, which uses a morapiex algorithm thar-Is there a free
buffer? to decide when to drop packets. Such a drop patiay be used with FIFO, or with more
complex scheduling disciplines. FIFO with tail drag the simplest of all queuing algorithms, is
the most widely used in Internet routers at theetohwriting. This simple approach to queuing
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pushes all responsibility for congestion contrall aesource allocation out to the edges of the
network.

A simple variation on basic FIFO queuing is pripgueuing. The idea is to mark each
packet with a priority; the mark could be carritat,example, in the IP Type of Service (TOS)
field. The routers then implement multiple FIFO ges, one for each priority class.

The router always transmits packets out of thedsglpriority queue if that queue is nonempty
before moving on to the next priority queue. Withach priority, packets are still managed in a
FIFO manner. This idea is a small departure froenbiist-effort delivery model, but it does not
go so far as to make guarantees to any particulanitp class. It just allows high-priority packets
to cut to the front of the line.

The problem with priority queuing, of course, igttkhe high-priority queue can starve
out all the other queues. That is, as long as tiseaktleast one high-priority packet in the high
priority queue, lower-priority queues do not gatved. For this to be viable, there need to be
hard limits on how much high-priority traffic issarted in the queue.

It should be immediately clear that we can’t allasers to set their own doing this
altogether or provide some form of —pushbackl on users. One obvious way to do this is to use
economics—the network could charge more to delingn priority packets than low-priority
packets. However, there are significant challetga@splementing such a scheme in a
decentralized environment such as the Internet.

Fair Queuing

Fair queuing (FQ) is an algorithm that has beep@sed to address this problem. The
idea of FQ is to maintain a separate queue for #aahcurrently being handled by the router.
The router then services these queues in a rousid-neanner, as illustrated in the following
Figure . When a flow sends packets too quicklyntite queue fills up. When a queue reaches a
particular length, additional packets belonginghiat flow’s queue are discarded. In this way, a
given source cannot arbitrarily increase its sloftbe network’s capacity at the expense of other
flows.

Note that FQ does not involve the router telling traffic sources anything about the
state of the router or in any way limiting how ddyca given source sends packets. In other
words, FQ is still designed to be used in conjumcwith an endto- end congestion-control
mechanism.

It simply segregates traffic so that ill-behaveaffic sources do not interfere with those
that are faithfully implementing the end-toend aidion. FQ also enforces fairness among a
collection of flows managed by a well-behaved catiga-control algorithm.

Fair queuing at a router.

Fla»ww 1 | | | | ‘ ‘ o \
vrew 2 [[[[[[]]]]
Round-rol>in
scrvice

Flow 3 LLLTELS ////
erow s [ [[[[][]] -
ROUTING ALGORITHMS
The forwarding table is used when a packet is bieingarded and so must contain
enough information to accomplish the forwardingdtimn.
This means that a row in the forwarding table cioistthe mapping from a network

number to an outgoing interface and some MAC inftdram, such as the Ethernet address of the
next hop.
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The routing table, on the other hand, is the taideis built up by the routing algorithms
as a precursor to building the forwarding tablgelherally contains mappings from network
numbers to next hops.

It may also contain information about how this imf@tion was learned, so that the router
will be able to decide when it should discard sanfiermation.

Network Number NextHop
10 171.69.245.10
(aa)
Network Number Interface MAC Address
10 ifO 8:0:2b:ed4:b:1:2

Examplerowsfrom (a) routing and (b) forwarding tables
Network asa Graph
Routing is, in essence, a problem of graph theory.
The nodes of the graph, labeled A through F, magitber hosts, switches,routers, or
networks.

Network represented as a graph.

The edges of the graph correspond to the netwokk.liEach edge has an associatest
which gives some indication of the desirability ehding traffic over that link.

The basic problem of routing is to find the lowesst path between any two nodes,
where the cost of a path equals the sum of the odstll the edges that make up the path.
Such a static approach has several shortcomings

» It does not deal with node or link failures.

> It does not consider the addition of new nodesndasl

> It implies that edge costs cannot change, evergthewe might reasonably wish to
temporarily assign a high cost to a link that ia\nly loaded.

For these reasons, routing is achieved in mostipah@etworks by running routing
protocols among the nodes. These protocols pravdistributed, dynamic
way to solve the problem of finding the lowest-qoath in the presence of link and node failures
and changing edge costs.

Two main classes of routing protocalsstance vectoandlink state.

Distance Vector Routing

Each node constructs a odieaensional array (a vector) containing the —distancesl
(costs) to all other nodes and distributes thatordo its immediate neighbors. The starting
assumption for distance-vector routing is that e@mie knows the cost of the link to each of its
directly connected neighbors. A link that is dowrassigned an infinite cost.
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' (A

Distance-vector routing: an example network.

In this example, the cost of each link is set tedlthat a least-cost path is simply the one
with the fewest hops. (Since all edges have theesanst, we do not show the costs in the graph.)
We can represent each node’s knowledge about skendes to all other nodes as a table like the
one given in the following Table.

Note that each node only knows the informationria cow of the table (the one that
bears its name in the left column). The global vibat is presented here is not available at any
single point in the network.

Initial routing table at node A.(Tablel)

Destination Cost NextHop
B 1 B

C 1 C

D o0 —

E 1 E

F 1 F

G oo —

Initial distances stored at each node (global vighvaple?2)

Distance to Reach Node

Information

Stored at Node A B D E F G
A 0 1 1 oo 1 1 oo
B 1 (0] 1 oo oo oo oo
[ 1 1 O 1 o0 oo oo
D oo oo 1 O oo [e2e) 1
E 1 oo oo oo 8] [e2e] oo
F 1 oo oo oo oo (0} 1
G o0 oo oo 1 oo 1 0

» We may consider each row in Table 2 as a list sthices from one node to all other
nodes, representing the current beliefs of thaenbrdtially, each node sets a cost of 1 to its
directly connected neighbors ando all other nodes.

» Thus, A initially believes that it can reach B inechop and that D is unreachable.
The routing table stored at A reflects this sdbelfefs and includes the name of the next hop
that A would use to reach any reachable nodeallyitithen, A’s routing table would look like
Table 1.

» The next step in distance-vector routing is thargwode sends a message to its
directly connected neighbors containing its perkbsteof distances.
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» For example node F tells node A that it can reater(s at a cost of 1; A also knows
it can reach F at a cost of 1, so it adds thesis toget the cost of reaching G by means of F.

» This total cost of 2 is less than the current cbstfinity, so A records that it can
reach G at a cost of 2 by going through F. Sinyilakl learns from C that D can be reache from C
at a cost of 1; it adds this to the cost of reagl@n(1) and decides that D can be reached via C at
a cost of 2, which is better than the old cosnfifity.

> At the same time, A learns from C that B can behed from C at a cost of 1, so it
concludes that the cost of reaching B via C is 2.

» Since this is worse than the current cost of rerBi (1), this new information is
ignored.

Destination Cost NextHop
B 1 B
L 1 =
D 2 =
E 1 E
F 1 F
[ 2 F

» At this point, A can update its routing table wetbsts and next hops for all nodes in
the network. The result is shown in Table 3.

> In the absence of any topology changes, it onlysa@kiew exchanges of information
between neighbors before each node has a complétag table. The process of getting
consistent routing information to all the nodesaiedconvergence

» Table 4 shows the final set of costs from each rio@# other nodes when routing
has converged. We must stress that there is noahein the network that has all the
information in this table—each node only knows dliba contents of its own routing table. The
beauty of a distributed algorithm like this is titsgnables all nodes to achieve a consistent view
of the network in the absence of any centralizetaity.

Final distances stored at each node (global vieab@ 4)

Distance to Reach Node

Information

Stored at Node A B o= D E F G
A O 1 1 9.4 1 1 2
B 1 O 1 2 2 2 3
C 1 1 0] 1 2 2 2
D 2 2 1 (8] 3 2 I
E 1 2 2 3 O 2 3
F 1 2 2 2 2 o 1
(& 2 3 2 1 3 1 O

» First we note that there are two different circ,anses under which a given node
decides to send a routing update to its neighbare.@these circumstances is treiodic
update. In this case, each node automatically semdgdate message every so often, even if
nothing has changed.

» This serves to let the other nodes know that thdens still running. It also makes
sure that they keep getting information that theyymeed if their current routes become
unviable. The frequency of these periodic updageges from protocol to protocol, but it is
typically on the order of several seconds to sdvanautes.

» The second mechanism, sometimes calledygeredupdate, happens
whenever a node receives an update from one o@ighbors that causes it to change one of the
routes in its routing table. That is, whenever dai® routing table changes, it sends an update to
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its neighbors, which may lead to a change in tladilets, causing them to send an update to their
neighbors.

The second mechanism, sometimes calle@jgeredupdate, happens whenever a node
receives an update from one of its neighbors thases it to changeone of the routes in its
routing table. That is, whenever a node’s routaigje¢ changes,it sends an update to its neighbors,
which may lead to a change in their tables, cauiam to send an update to their neighbors.
Disadvantages

The routing tables for the network do not stabilikkis situation is known as tlweunt-
to-infinity problem.

One technique to improve the time to stabilize irguis calledsplit horizon

The idea is that when a node sends a routing upd#@teneighbors, it does not send
those routes it learned from each neighbor bacdkabrteighbor. For example, if B has the route
(E, 2, A) in its table, then it knows it must hdearned this route from A, and so whenever B
sends a routing update to A, it does not incluéerttute (E, 2) in that update.

In a stronger variation of split horizon, callgglit horizon with poison reversB actually
sends that route back to A, but it puts negatif@mation in the route to ensure that A will not
eventually use B to get to E. For example, B senesdute (E) to A.

IMPLEMENTATION

The code that implements this algorithm is vergigtitforward; we give only some of
the basics here. Structure Route defines each ienting routing table, and constant
MAX TTL specifies how long an entry is kept in ttadble before it is discarded.

#define MAX_ROUTES 128 /* maximum size of routirapte */
#define MAX_TTL 120 /* time (in seconds) until reuexpires */
typedef struct {

NodeAddr Destination; /* address of destination */
NodeAddr NextHop; /* address of next hop */

int Cost; /* distance metric */

u_short TTL; /* time to live */

} Route;

int numRoutes = 0;

Route routingTable[MAX_ROUTES];

The routine that updates the local node’s routatdet based on a new route is given by
mergeRoute. Although not shown, a timer functionquically scans the list of routes in the
node’s routing table, decrements the TTL (timaue)lfield of each route, and discards any
routes that have a time to live of 0. Notice, hogrethat the TTL field is reset to MAX TTL any
time the route is reconfirmed by an update message & neighboring node.
void mergeRoute (Route *new)

L

int i

for (i = 0; i < numRoutes; ++i)

{

if (new->Destination == routingTable[i].Destinatjon
{

if (new->Cost + 1 < routingTable][i].Cost)

{

[* found a better route: */

break;

} else if (new->NextHop == routingTable[i].NextHop)
[* metric for current next hop may have changed: */
break;

} else {

[* route is uninteresting---just ignore it */retyfn
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1}

if (I == numRoutes)

{

[*this is a completely new route; is there roomit@r/

if (numRoutes < MAXROUTES)

{

++numRoutes;

} else {

[* can't fit this route in table so give up */

return;

1}

routingTable[i] = *new;

[*reset TTL */

routingTable[i]. TTL = MAX_TTL,;

[* account for hop to get to next node */

++routingTable][i].Cost;

}

Finally, the procedure updateRoutingTable is thenmautine that calls merge-

Route to incorporate all the routes contained ioudimg update that is received from a

neighboring node.

void

updateRoutingTable (Route *newRoute, int numNewRsut

L

int i

for (i=0; i < numNewRoutes; ++i)

{

mergeRoute(&newRoutel[i]);

1}

Routing Information Protocol (RIP)
RIP is the canonical example of a routing protdmolt on the distance-vector algorithm.
In an internetwork, the goal of the routers isgarh how to forward packets to various

networks Thus, rather than advertising the cost of reagbther routers, the routers advertise the

cost of reaching networks.

Example network running RIP

I
[

6

f.JJ
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0] 8 16 31

Command Version Must be zero

Family of net 1 Address of net 1

Address of net 1

Distance to net 1

Family of net 2 Address of net 2

Address of net 2

Distance to net 2

In the example network router C would advertiseoteter A the fact that it can reach networks 2
and 3 (to which it is directly connected) at a aafdd; networks 5 and 6 at cost 1; and network 4
at cost 2.

Link State Routing

Link-state routing is the second major class afiddmain routing protocol. The starting

assumptions for link-state routing are rather simib those for distance vector routing

Each node is assumed to be capable of findingheustiate of the link to its neighbors (up
or down) and the cost of each link. Again, we warprovide each node with enough information
to enable it to find the least-cost path to anyidason.

The basic idea behind link-state protocols is \s#myple: Every node knows how to reach
its directly connected neighbors, and if we make siat the totality of this knowledge is
disseminated to every node, then every node wik fnough knowledge of the network to build
a complete map of the network.

Thus, link-state routing protocols rely on two maaisms: reliable dissemination of link-
state information, and the calculation of routesrfrithe sum of all the accumulated link-state
knowledge.

Reliable Flooding

Reliable floodings the process of making sure that all the nodescigating in the
routing protocol get a copy of the link-state imf@tion from all the other nodes. As the term
—floodingl suggests, the basic idea is for a node to send its link-state information out on all of its
directly connected links, with each node that reeeihis information forwarding it out on all of
its links.

This process continues until the information hashed all the nodes in the network.
More precisely, each node creates an update pad&etcalled a link-state packet (LSP), that
contains the following information.

The ID of the node that created the LSP

m A list of directly connected neighbors of that nodéh the cost of the link to
each one

m A sequence number

m A time to live for this packet.

The first two items are needed to enable routeutation; the last two are used to make
the process of flooding the packet to all nodesloéd. Reliability includes making sure that you
have the most recent copy of the information, stheee may be multiple, contradictory LSPs
from one node traversing the network.
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In the figure shows an LSP being flooded in a smeat\work. Each node becomes shaded
as it stores the new LSP. In Figure (a) the LSResrat node X, which sends it to neighbors A
and in Figure 4.18.b) A and C do not send it bacK,tbut send it on to B. Since B receives two
identical copies of the LSP, it will accept whickewarrived first and ignore the second as a
duplicate. It then passes the LSP on to D, who bagerghbors to flood it to, and the process is
complete.

Just as in RIP, each node generates LSPs unde&irtuonstances. Either the expiry of a
periodic timer or a change in topology can causede to generate a new LSP. However, the
only topology-based reason for a node to generatsS® is if one of its directly connected links
or immediate neighbors has gone down.

The failure of a link can be detected in some chgdbe link-layer protocol. The demise
of a neighbor or loss of connectivity to that neighbor can be detected using periodic —hellol
packets.

Each node sends these to its immediate neighbdefiaed intervals. If a sufficiently
long time passes without receipt of a —hellol from a neighbor, the link to that neighbor will be
declared down, and a new LSP will be generatedfteat this fact.

One of the important design goals of a link-statgqxol’s flooding mechanism is that
the newest information must be flooded to all ncakeguickly as possible, while old information
must be removed from the network and not allowedrmlate. In addition, it is clearly desirable
to minimize the total amount of routing traffic the sent around the network; after all, this stju
—overheadl from the perspective of those who actually use the network for their applications.

The next few paragraphs describe some of the weyshese goals are accomplished.

One easy way to reduce overhead is to avoid gengilaBPs unless absolutely
necessary. This can be done by using very longsireften on the order of hours—for the
periodic generation of LSPs. Given that the flogdanotocol is truly reliable when topology
changes, it is safe to assume that messages saying —nothing has changedl do not need to be sent
very often.

LSPs also carry a time to live. This is used taiemghat old link-state information is
eventually removed from the network. A node alwagsrdments the TTL of a newly received
LSP before flooding it to its neighbors. It also —agesl the LSP while it is stored in the node.

When the TTL reaches 0, the node refloods the LBfPawT TL of O, which is interpreted by all
the nodes in the network as a signal to deleteliBRt

Route Calculation

In practice, each switch computes its routing talnectly from the LSPs it has collected
using a realization of Dijkstra’s algorithm calléakforward searchalgorithm.
Specifically, each switch maintains two lists, kmoas Tentative and Confirmed. Each of these
lists contains a set of entries of the form (Degton, Cost, NextHop).

The algorithm works as follows:

1 Initialize the Confirmed list with an entry foryself; this entry has a cost of 0.

2 For the node just added to the Confirmed lisheprevious step, call it node Next,
select its LSP.

3 For each neighbor (Neighbor) of Next, calculage ¢ost (Cost) to reach this Neighbor
as the sum of the cost from myself to Next and fidext to Neighbor.
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(a) If Neighbor is currently on neither the Confednor the Tentative list, then
add (Neighbor, Cost, NextHop) to the Tentative ligiere NextHop is the direction | go
to reach Next.

(b) If Neighbor is currently on the Tentative liahd the Cost is less than the
currently listed cost for Neighbor, then replace thrrent entry with (Neighbor, Cost,
NextHop), where NextHop is the direction | go tack Next.

4 If the Tentative list is empty, stop. Otherwipik the entry from the Tentative list with
the lowest cost, move it to the Confirmed list, aetirn to step 2.
Link-state routing: an example network.

Table traces the steps for building the routingetdor node D. We denote the two
outputs of D by using the names of the nodes t@hvtliey connect, B and C. Note the way the
algorithm seems to head off on false leads (like Th-unit cost path to B that was the first
addition to the Tentative list) but ends up with thast-cost paths to all nodes.

Step Confirmed Tentative Comiments

1 (12,0.-) Since D is the only new member of the

conhrmed hst, look ar its LSP.

[

(D, 0.=) (B, 11.B) I»'s LSP says we can reach B through B
(C2.65) ar cost 11, which 1s berter than
anything else on either list, so put it
on Tentative list; same for C.

3 (D,0.-) (B.11.B}) Put lowest-cost mem ber of Tentative
(C.200) {C) onto Confirmed list. Next,
examine LSP of newly confirmed
member (C).

4 (I,0,-) (B.5,C) Cost to reach B through C is 5, so
(G250 (A 126 replace (B,11.B). C'% LSP rells us
that we can reach A at cost 12,

5 (1D, 0.-) (A 12.C) Move lowest-cost member of Tentative
(C,2,C) {B) to Confirmed, then look ar its LS
(B35,

& (D2,0,-) (A,10,C) Since we can reach A at cost 5 through
(C.2,0C) B, replace the Tentative entry.
{B.5.C)

i (D, 0.-) Move lowest-cost member of
{(C,2,0C) Tentative (A) to Canfirmed, and we
iB.,5.C) are all done.
(AL10,C)
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The Open Shortest Path Fir st Protocol (OSPF)

One of the most widely used link-state routing peols is OSPF. The first word,
—Open,| refers to the fact that it is an open, nonproprietary standard, created under the auspices
of the IETF. The —SPFI part comes from an alternative name for linkstate routing. OSPF adds
quite a number of features to the basic link-sédgerithm described above, including the
following:

Authentication of routing messages: This is a féedure, since it is all too common for
some misconfigured host to decide that it can reaeny host in the universe at a cost of 0.
When the host advertises this fact, every routénensurrounding neighborhood updates its
forwarding tables to point to that host, and saidtimeceives a vast amount of data that, in reality
it has no idea what to do with. This is not a sfyenough form of authentication to prevent
dedicated malicious users, but it alleviates maoplems caused by misconfiguration.

Additional hierarchy: Hierarchy is one of the funtlantal tools used to make systems
more scalable. OSPF introduces another layer o&taby into routing by allowing a domain to
be partitioned int@reas This means that a router within a domain doesaoéssarily need to
know how to reach every network within that domaibsay be sufficient for it to know only
how to get to the right area. Thus, there is acgon in the amount of information that must be
transmitted to and stored in each node.

Load balancing: OSPF allows multiple routes togame place to be assigned the same
cost and will cause traffic to be distributed eyamver those route.

OSPF header format.

(¥ ] & & S |

Wersion | Type | Message length
Sourcedddr
Areald

Checksum | Authentication type

Authentication

The Version field is currently set to 2, and the@yield may take the values 1 through 5.
The SourceAddr identifies the sender of the messagkthe Areald is a 32-bit identifier of the
area in which the node is located. The entire paekeept the authentication data, is protected
by a 16-bit checksum using the same algorithm e$Rteader. The Authentication type is O if
no authentication is used; otherwise it may benplying a simple password is used, or 2, which
indicates that a cryptographic authentication cheok In the latter cases the Authentication field
carries the password or cryptographic checksum.

Of the five OSPF message types, type 1 is the —hellol message, which a router sends to
its peers to notify them that it is still alive aconnected as described above. The remaining types
are used to request, send, and acknowledge thiptreténkstate messages. The basic building
block of link-state messages in OSPF is known aditlik-state advertisement (LSA).

OSPF link-state adver tisement.

LS Age Options Ty pae="1
Link-state 1D
Adwvertising router

LS sequence number

LS checksurm Length
Lo Flagsl a Mumber of links
Link ID
Limk data
Link type | Mum_TOoOS MNetric

Opticonal TOS information

More links
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The above figure shows the packet format for a —type 11 link-state advertisement.

Type 1 LSAs advertise the cost of links betweene@u Type 2 LSAs are used to
advertise networks to which the advertising roig@onnected, while other types are used to
support additional hierarchy as described in the section. Many fields in the LSA should be
familiar from the preceding discussion.

The LS Age is the equivalent of a time to live, @picthat it counts up and the LSA
expires when the age reaches a defined maximune vahe Type field tells us that this is a type
1 LSA. In atype 1 LSA, the Link-state ID and thdwrtising router field are identical.

Each carries a 32-bit identifier for the routertttyeated this LSA. While a number of assignment
strategies may be used to assign this ID, it isress that it be unique in the routing domain and
that a given router consistently uses the samerdbt

One way to pick a router ID that meets these requénts would be to pick the lowest IP
address among all the IP addresses assigned tothet. (Recall that a router may
have a different IP address on each of its intedgcThe LS sequence number is used exactly as
described above, to detect old or duplicate LSA® IS checksum it is of course used to verify
that data has not been corrupted. It covers addidig the packet except LS Age, so that it is not
necessary to recomputed a checksum every time lESsAigcremented. Length is the length in
bytes of the Now we get to the actual link-staterimation.

This is made a little complicated by the preserfCcEQS (type of service) information.
Ignoring that for a moment, each link in the LSA@presented by a Link ID, some Link Data,
and a metric. The first two of these fields idgnthe link; a common way to do this would be to
use the router ID of the router at the far encheflink as the Link ID, and then use the Link Data
to disambiguate among multiple parallel links itassary. The metric is of course the cost of the
link.

Type tells us something about the link, for examiple is a point-to-point link. The TOS
information is present to allow OSPF to chooseeddht routes for IP packets based on the value
in their TOS field. Instead of assigning a singletrne to a link, it is possible to assign different
metrics depending on the TOS value of the data.

SUBNETTING

» The original intent of IP addresses was that thea part would uniquely identify
exactly one physical network.

» It has two drawbacks.

» Address assignment inefficiency.

» Assigning network number to every physical netwodes the IP address space
potentially much faster.

» Assigning many network numbers has another drawtiatkbecomes apparent when
you think about routing.

» Subnetting provides an elegantly simple way to cedbe total number of network
numbers that are assigned.

» Theidea is to take a single IP network number diodate the IP addresses with that
network number to several physical networks, wigidhnow referred to asibnets.

» First, the subnets should be close to each other.

» This is because at a distant point in the Intetthety will all look like a single
network, having only one network number betweemthe

» This means that a router will only be able to geb&e route to reach any of the
subnets, so they had better all be in the sameagatiesction.

» A perfect situation in which to use subnetting large campus or corporation that
has many physical networks.

» From outside the campus, all you need to knowacheany subnet inside the campus
is where the campus connects to the rest of tieerlat.
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» The mechanism by which a single network numberbeashared among multiple
networks involves configuring all the nodes on esghnet with aubnet mask.

» With simple IP addresses, all hosts on the sanveanktmust have the same network
number.

» The subnet mask enables us to introduselaet number; all hosts on the same
physical network will have the same subnet numbkichvmeans that hosts may be on different
physical networks but share a single network number

» For example, suppose that we want to share a sitege B address among several
physical networks. We could use a subnet mask a2855255.0.

» (Subnet masks are written down just like IP adargsthis mask is therefore all 1s in
the upper 24 bits and Os in the lower 8 bits.)

» In effect, this means that the top 24 bits(wheeernttask has 1s) are now defined to be
the network number, and the lower 8 bits (wherentlask has 0s) are the host number.

» Since the top 16 bits identify the network in assl® address, we may now think of
the address as having not two parts but threetveonle part, a subnet part, and a host part.

SUBNET ADDRESSING

Netwvwork murmibber | Host murmiiber I

Cllass 3 address

AT TTTTATTI T T T T I T TR T T T T T T [elelelslelelsle] I

Swubnetr maaslk (2SS . 2SS . 255 _43)

» What subnetting means to a host is that it is nomfigured with both an IP address
and a subnet mask for the subnet to which it echtd.

» For example, host H1 in Figure 4.26 is configureth\an address of 128.96.34.15
and a subnet mask of 255.255.255.128.

» The bitwise AND of these two numbers defines tHenstt number of the host and of
all other hosts on the same subnet.

» In this case, 128.96.34.15 AND 255.255.255.128 lsdL28.96.34.0, so this is the
subnet number for the topmost subnet.

FORWARDING PACKET THROUGH SUBNET

» When the host wants to send a packet to a ceRaaldiress, the first thing it does is
to perform a bitwise AND between its own subnetkrasd the destination IP address.

» If the results are not equal, the packet needs ®eht to a router to be forwarded to
another subnet.

» For example, if H1 is sending to H2, then H1 ANBssubnet mask
(255.255.255.128) with the address for H2 (128.96.3) to obtain 128.96.34.128. This does
not match the subnet number for H1 (128.96.34.¢)s&nows that H2 is on a different subnet.
Since H1 cannot deliver the packet toH2 directlgrawe subnet, it sends the packet to its default
router R1.

Subnet mask: 255 . 255.255.128
Subnet mumber: 128 96 54 .00
128 963415 |
= PEmemeEd
= E . 1
128 9634130 Subner mask: Z55. 255 . 255,128
Subner number: 128 9 34 128
| 128 Y96, 341 539
1 = . 129
13 . -.:g-"
— T - iz
f S 128 . 96,331
I 28 . 9. 33,1
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» To support subnetting, the routing table must noWd lentries of the form
SubnetNumber, SubnetMask, NextHop. To find thetragtiry in the table,the router ANDs the
packet’s destination address with the SubnetMaskdoh entry in turn; if the result matches the
SubnetNumber of the entry, then this is the rigtityeto use, and it forwards the packet to the
next hop router indicated.

Example Subnetting Table

SubnetNumber SubnetMask NextHop

255.255.255.12%8 Intertace 0
128.96.34. 128 255.255.255.128 Interface 1
nl Y

255.255.0 R2

We can now describe the datagram forwarding algorithm in the following way:

D = destination IP address
for each forwarding table entry (SubnetNumber, SubnetMask, NextHop}
D1 = SubnetMask & D
if D1 = SubnetNumber
if NextHop is an interface
deliver datagram directly to destination
else
deliver datagram to NextHop (a router)

Clasdess Routing (CIDR)

» Classless interdomain routing (CIDR, pronounced —ciderl) is a technique that
addresses two scaling concerns in the Internegrihweth of backbone routing tables as more and
more network numbers need to be stored in themttengdotential for the 32-bit IP address space
to be exhausted well before the four-billionth hestttached to the Internet.

» This address space exhaustion is called addreigsiaeEst inefficiency.

» The inefficiency arises because the IP addresstsatr) with class A, B, and C
addresses, forces us to hand out network addrase spfixed-sized chunks of three very
different sizes.

» A network with two hosts needs a class C addregsiggan address assignment
efficiency of 2/255 = 0.78%; a network with 256 tsoseeds a class B address, for an efficiency
of only 256/65,535 = 0.39%.

» Even though subnetting can help us to assign askesesarefully, it does not get
around the fact that any autonomous system witterti@n 255 hosts, or an expectation of
eventually having that many, wants a class B addres

» Asit turns out, exhaustion of the IP address spaog¢ers on exhaustion of the class B
network numbers.

» One way to deal with that would seem to be saymtprany AS that requests a class
B address unless they can show a need for someatlusg to 64K addresses, and instead giving
them an appropriate number of class C addresses/&r the expected number of hosts. Since we
would now be handing out address space in chunkRS@®faddresses at a time, we could more
accurately match the amount of address space caukstorihe size of the AS.

» For any AS with at least 256 hosts (which meansihprity of ASs), we can
guarantee an address utilization of at least 50fbtypically much more.

» This solution, however, raises a problem that isa@it as serious: excessive storage
requirements at the routers. If a single AS hag, Ha class C network numbers assigned to it,
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that means every Internet backbone router needstti@s in its routing tables for that AS. This
is true even if the path to every one of those netwis the same.

» If we had assigned a class B address to the ASaime routing information could be
stored in one table entry. However, our addresgrasent efficiency would then be only 26
255/65,536 = 6.2%.

» CIDR, therefore, tries to balance the desire tomice the number of routes that a
router needs to know against the need to handdoliesses efficiently.

» To do this, CIDR helps us tggregateoutes. That is, it lets us use a single entry in a
forwarding table to tell us how to reach a lot tfedent networks.

» From the name, it does this by breaking the rigidrizlaries between address classes.

» To understand how this works, consider our hypathEAS with 16 class C network
numbers. Instead of handing out 16 addresses @marnwe can hand out a blockaantiguous
class C addresses.

» Suppose we assign the class C network numbersi®@w.16 through 192.4.31.
Observe that the top 20 bits of all the address#sis range are the same (11000000 00000100
0001). Thus, what we have effectively created28-#it network number—something that is
between a class B network number and a class C numtegms of the number of hosts that it
can support.

» In other words, we get both the high address efficy of handing out addresses in
chunks smaller than a class B network and a simgfiwork prefix that can be used in forwarding
tables.

» Observe that for this scheme to work, we need tal lzaut blocks of class C addresses
that share a common prefix, which means that eamdkbhust contain a number of class C
networks that is a power of two.

» All we need now to make CIDR solve our problemsiiswting protocol that can deal
with these —classlessl addresses, which means that it must understand that a network number
may be of any length.

» Modern routing protocols do exactly that. The netwmumbers that are carried in
such a routing protocol are represented simplylbggth, value_ pairs, where the length gives
the number of bits in the network prefix—20 in tfgove example.

» Consider the example Figure The two corporationgeskeby the provider network
have been assigned adjacent 20- bit network prefixe

Route Aggregate with CIDR

sl Corporation X ™~

-
— _{ (11000000000001000001)
- TN
Border gateway :/

(advertises path to :: j Regional nerwork
1 1000000000001) \ 2

\_/"’-; Corporation Y o=
'
(_(11000000000001000000)

S

» Since both of the corporations are reachable thrdg same provider network, it
can advertise a single route to both of them biygdsertising the common 19-bit prefix they
share.

» In general, it is possible to aggregate routesatsully if addresses are assigned
carefully.

» This means that we need to pay attention to whiokiiger a corporation is attached
to before assigning it an address if this schene work. One way to accomplish that is to
assign a portion of address space to the proviwtheen to let the network provider assign
addresses from that space to its customers.
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Interdoain Routing (BGP)
» At the beginning of this section we introduced tio¢ion that the Internet is organized
as autonomous systems, each of which is undeiotiiteat of a single administrative entity.

A network with two autonomous systems.

— === =

==
\\ Auvtonomous systernn 1

= - = —— TT—
e — R ~—
/,/’ AUTOMNOITEOLES sy stoerre 2 e TR

{ $ RS r—:]—_l'— R&

» A corporation’s complex internal network might beiagle AS, as may the network
of a single Internet service provider

» The basic idea behind autonomous systems is todarewn additional way to
hierarchically aggregate routing information iragge internet, thus improving scalability.

» We now divide the routing problem into two partsuting within a single
autonomous system and routing between autonomatesnsy. Since another name for
autonomous systems in the Internet is routiomaing we refer to the two parts of the routing
problem as interdomain routing and intradomaininout

» In addition to improving scalability, the AS modatdcouples the intradomain routing
that takes place in one AS from that taking placariother.

» Thus, each AS can run whatever intradomain royinagocols it chooses. It can even
use static routes or multiple protocols if desirBlde interdomain routing problem is then one of
having different Ass share reachability informatiith each other.

» One feature of the autonomous system idea istteaables some ASs to
dramatically reduce the amount of routing inforraatihey need to care about by usitggault
routes

If a corporate network is connected to the reshefinternet by a single router (this router is
typically called aorder routersince it sits at the boundary between the AS aeddht of the
Internet), then it is pretty easy for a host orteninsidethe autonomous system to figure out
where it should send packets that are headed festindtionoutsideof this AS—they first go to
the AS’s border router.

This is the default route Similarly, a regionaldmtet service provider can keep track of
how to reach the networks of all its directly cocteel customers and can have a default route to
some other provider (typically a backbone provider)everyone else.

« There have been two major interdomain routing maiin the recent history of the
Internet. The first was the Exterior Gateway Prot¢EGP). EGP had a number of limitations,
perhaps the most severe of which was that it caingtd the topology of the Internet rather
significantly. EGP basically forced a treelike ttgmy onto the Internet, or to be more precise, it
was designed when the Internet had a treelike ogpyol
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+ The replacement for EGP is the Border Gateway Bob{@GP), which is in its
fourth version at the time of this writing (BGP-8GP is also known for being rather complex.
This section presents the highlights of BGP-4. Asaating position, BGP assumes that the
Internet is an arbitrarily interconnected set osA®his model is clearly general enough to
accommodate non-treestructured internetworks thikesimplified picture of today’s
multibackbone Internet shown in the Figure.

Today’s multibackbone Internet.

T e
¢ Large corporarion
FioN *“Consumer”™ ISP

Peering -:'\“:‘,__. i — f
point [ —— -\/— ) I~ S |
I ~ Backbone service provider Y—— ) Peering
— et et /—'-’ =
— —— ——— P point
 “Consumer™ ISP V. T /
. P
.-"I. o i "i_"----._
=z st e ™ ISP
~ Small T

u.'(rrporation

Today’s Internet consists of an interconnectiomattiple backbone networks (they are
usually calledservice provider networkand they are operated by private companies rather t
the government), and sites are connected to e&aeh iotarbitrary ways.

Some large corporations connect directly to onearre of the backbones, while others connect
to smaller, non backbone service providers. Manyice providers exist mainly to provide
service to —consumersl| (i.e., individuals with PCs in their homes), and these providers must also
connect to the backbone providers.

Often many providers arrange to interconnect with each other at a single —peering point.|
Given this rough sketch of the Internet, if we defocal traffic as traffic that originates at or
terminates on nodes within an AS, arahsit trafficas traffic that passes through an AS, we can
classify ASs into three types:

m Stub ASan AS that has only a single connection to onerd$ such an AS will only
carry local traffic. The small corporation is araeple of a stub AS.

m Multihomed ASan AS that has connections to more than one otBdoiAthat refuses
to carry transit traffic; for example, the largemaration.

m Transit AS:an AS that has connections to more than one otBearfl that is designed
to carry both transit and local traffic, such as tlackbone providers.

There are a few reasons why interdomain routirrgarsl.

The first is simply a matter of scale. An Interbatkbone router must be able to forward
any packet destined anywhere in the Internet

The second challenge in interdomain routing arfises the autonomous nature of the
domains. Note that each domain may run its owmigrmteouting protocols and use any scheme it
chooses to assign metrics to paths. This meang teatmpossible to calculate meaningful path
costs for a path that crosses multiple Ass.

The third challenge involves the issue of trustviRler A might be unwilling to believe
certain advertisements from provider B for feat fhravider B will advertise erroneous routing
information.
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When configuring BGP, the administrator of eachph&ks at least one node to be a
—BGP speaker,| which is essentially a spokesperson for the entire AS. That BGP speaker
establishes BGP sessions to other BGP speaketisanASs.

These sessions are used to exchange reachalfitityniztion among ASs. In addition to
the BGP speakers, the AS has one or more border —gateways,| which need not be the same as
the speakers.

The border gateways are the routers through whackeis enter and leave the AS.

In the example network R2 and R4 would be bordevgays.

The important point to understand here is thath@context of interdomain routing, a
border gateway is simply an IP router that is chdrgith the task of forwarding packets between
ASs.

Unlike link state and distance vector routing pools BGP advertisesomplete pathas
an enumerated list of ASs to reach a particulavodt

Example of a network running BGP.

B B /7 Customer P 12
- el e (AS 4) 19
(" Regional provider A
(AS 2) ——
— ,Ajustorncr Q\ 192.4.32
N (AS 5) 192.4.3
Customer R 192.12.69
(AS 6)
\ﬁustnlncr S 192.4.54
(AS 7) 192.4.23

Assume that the providers are transit networksleathie customer networks are stubs. A
BGP speaker for the AS of provider A (AS 2) woutdble to advertise reachability information
for each of the network numbers assigned to cus®and Q. Thus, it would say, in effect,
—The networks 128.96, 192.4.153, 192.4.32, and 192.4.3 can be reached directly from AS 2.I
The backbone network, on receiving this advertisgnean advertise—~The networks 128.96,
192.4.153, 192.4.32, and 192.4.3 can be reached #te path (AS 1, AS 2)Similarly, it could
advertise—The networks 192.12.69, 192.4.54, and 192.4.2eaeached along the path (AS
1, AS 3)I

In addition to advertising paths, BGP speakers neé@ able to cancel previously
advertised paths if a critical link or node on #hpgoes down. This is done with a form of
negative advertisement known awighdrawn route.

BGP-4 update packet format.

Backbone network
(AS 1)

~—

. — :
\7/ Regional provider B
(AS 3)

0 15

Unfeasible routes
length

Withdrawn routes
(variable)

Total path
attribute length

Path attributes
(variable)

MNetwork layer
reachability info
(variable)
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|PV6

Accommodate scalable routing and adressing thddpeas should
be:

» support for real-time services

» security support

» autoconfiguration (i.e., the ability of hosts td@uatically configure themselves with
such information as their own IP address and domaine)

» enhanced routing functionality, including suppant fobile hosts.
Addresses and Routing

» IPv6 provides a 128-bit address space.

» IPv6 can address 3.4x10738 nodes.

» IPv6 address space is predicted to provide oved d8dresses per square foot of the
earth’s surface

Address Space Allocation
» IPv6 addresses do not have classes.
» address space is subdivided in based on the lehidsig
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Address prefix assignmentsfor 1Pv6

Address prefix assignmentsfor 1Pv6

» large chunks of address space have been left gnasksio allow for future growth
and new features.

» 0000 001-NSAP(Network Service Access Point) adeiease used by the ISO
protocols.

» 0000 010-IPX addresses are used by Novell's nethaydr protocol.

» —link local usel-enable a host to construct an address that wilkkwa the network
to which it is connected without being concernedutlglobal uniqueness of the address.

» —site local usel-addresses are intended to allow valid addresdes tonstructed on
a site that is not connected to the larger Inteamgsin, global uniqueness need not be an issue.

» multicast address space- is for multicast, thessying the same role as class D
addresses in IPv4.
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Address Notation

» The standard representation is x:X:X:X:X:X:X:x, where each —xl is a hexadecimal
representation of a 16-bit piece of the address.

» Example IPV6 Address format 47CD:1234:4422:ACO2200234:A456:0124

» There are some special notations that may be hetpbertain circumstances. For
example, an address with a large number of contiggds can be written more compactly by
omitting all the O fields.
Example47CD:0000:0000:0000:0000:0000:A456:0124abel written 47CD::A456:0124

» This form of shorthand can only be used for onegebntiguous 0s in an address to
avoid ambiguity.

Mapping from ipv4 to ipv6

» IPv4 address was 128.96.33.81 could be writtefrBBF:128.96.33.81.

» The last 32 bits are written in IPv4 notation, eatthan as a pair of hexadecimal
numbers separated by a colon. Note that the daalhd® at the front indicates the leading 0s.
Aggregatable Global Unicast Addresses

» unicast address allocation plan that determinesdunvesses beginning with the 001
prefix will be assigned to service providers, astoous systems, networks, hosts, and routers.
consider a nontransit AS (i.e., a stub or multihdrA&) as aubscriber
considera transit AS as provider.

Providers subdivided into direct and indirect.
Direct providers- are directly connected to subkers.

» Indirect providers- are not connected directlyubscribers, and are often known as
backbone networks.

» Similar to CIDR, the goal of the IPv6 address altoan plan is to provide
aggregation of routing information to reduce thediem on intradomain routers.

» It uses address prefix—to aggregate reachabiliorimation to a large number of
networks.

v v vV

An IPv6 provider-based unicast address

3 m n o P 125-m-—n—o—p

010 | RegistrylD ProviderlD SubscriberlD SubnetlD | InterfacelD I

The RegistrylD might be an identifier assigned uaopean address registry, with
different IDs assigned to other continents or coest

Packet Format(IPV6 HEADER FORMAT)

- a1z 1 e Za S

Wersion | TrafficClass | FlowvwlLakbel

PayioadlLen NextHeader HopLimit

SourceAdcddcddress

DestimnationAcddress

Next header/data

e e —

|
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» Version field-which is set to 6 for IPv6.

» The TrafficClass and FlowLabel fields- both reladejuality of service issues.

» The PayloadLen field -gives the length of the paekeluding the IPv6
header,measured in bytes.

» The NextHeader field cleverly replaces both thepioms and the Protocol field of
IPv4. If options are required, then they are cdrimeone or more special headers following the IP
header, and this is indicated by the value of tegtNeader field.

» If there are no special headers, the NextHeaderifehe demuxkey identifying the
higher-level protocol running over IP (e.g., TCRUDP); that is, it serves the same purpose as
the IPv4 Protocol field.

» The HopLimit field is simply the TTL of IPv4.

» Finally, the bulk of the header is taken up witl fource and destination
addresses,each of which is 16 bytes (128 bits). long

» IPv6 addresses are four times longer than thoHevef

| pv6-extension headers
IPv6 fragmentation extension header.

(9] s 16 29 31
NextHeader Reserved Offset RES N

Ident

» Assuming it is the only extension header preséet) the NextHeader field of the
IPv6 header would contain the value 44, which ésuailue assigned to indicate the fragmentation
header.

» The NextHeader field of the fragmentation headssifitcontains a value describing
the header that follows it. Again, assuming no pteension headers are present, then the next
header might be the TCP header, which results kiH&ader containingthe value 6, just as the
Protocol field would in IPv4.

» If the fragmentation header were followed by, sayaathentication header, then the
fragmentation header’'s NextHeaderfield would conthe value 51.

Autoconfiguration

» One goal of IPv6, therefore, is to provide supportafutoconfiguration, sometimes
referred to as—plug-and-playoperation.

» The longer address format in IPv6 helps provideeful, new form

» of autoconfiguration callestateless autoconfiguratiomhich does not require a
server.

The autoconfiguration problem is subdivided into twarts:
Obtain an interface ID that is unique on the liakahich the host is attached.
Obtain the correct address prefix for this subnet.
The first part turns out to be rather easy, sin@yehost on a

o link must have a unique link-level address.

o For example, all hosts on an Ethernet have a ui§tlait Ethernet address.
This can be turned into a valid link local use a&ddrby adding the appropriate prefix
from Table 4.11 (1111 1110 10) followed by enoughdmakeup 128 bits.

v v v Vv
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Advanced Routing Capabilities

» Another of IPv6’s extension headers is the routiagder. In the absence of this
header, routing for IPv6 differs very little frornat of IPv4 under CIDR.

» The routing header contains a list of IPv6 addiefisat represent nodes or
topological areas that the packet should visitoere to its destination.

» A topological area may be, for example, a backhmogider’'s network.

» To provide the ability to specify topological ergg rather than individual nodes, IPv6
defines aranycast address.

» An anycastddress is assigned to a set of interfaces, arkeé{sagent to that address
will go to the —nearestl of those interfaces, with nearest being determined by the routing
protocols.

» For example, all the routers of a backbone provideitd be assigned a single anycast
address, which would be used in the routing header.
Other Features

» The primary motivation behind the development afdvas to support the continued
growth of the Internet.

Primary features
» autoconfiguration and
» source-directed routing.

Additional features
»  mobility
» Network security
» New service model

MULTICASTING

» The motivation for developing multicast is thatréhare applications that want to
send a packet to more than one destination host.

» Instead of forcing the source host to send a seppegket to each of the destination
hosts, we want the source to be able to send &egiagket to anulticast address, and for the
network—or internetin this case—to deliver a copy of that packet tcheaf a group of hosts.

» Hosts can then choose to join or leave this grawpla without synchronizing or
negotiating with other members of the group.

» Also, a host may belong to more than one grouptiate

» Hosts join multicast groups using a protocol callgdrnet Group Management
Protocol (IGMP).

» Two types of multicast routing

Distance-vector Routing .
Link-state Routing.

Link-State Multicast

» Recall that in link-state routing, each router nbarrs the state of its

» directly connected links and sends an update messag]l of the other routers
whenever the state changes.

» Since each router receives enough informationdorrgtruct the entire topology of
the network, it is able to use Dijkstra’s algorithoncompute the shortest-path spanning tree
rooted at itself and reaching all possible destnat

» The router uses this tree to determine the besthuxfor each packet it forwards.

» The only question is how each router determineskvgroups have members on
which links.
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» the solution is to have each host periodically aimge to the LAN the groups to
which it belongs.

» The router simply monitors the LAN for such annocements. Should such
announcements stop arriving after a period of time router then assumes that the host has left
the group.

» Given full knowledge of which groups have membearsuhich links, each router is
able to compute thehortest-path multicast tree from any source to gioup,again using
Dijkstra’s algorithm.

» —Keep in mind that each router must potentially kaeseparate shortest-path
multicast tree from every source to every groups Thobviously very expensive.

Example inter net with members of group G in color.
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Distance-Vector Multicast

» Adding multicast to the distance-vector algoritraraibit trickier because the routers
do not know the entire topology of the internet.

» Instead, recall that each router maintains a tabl@estination, Cost, NextHop tuples,
and exchanges a list of Destination, Cost pairk stdirectly connected neighbors.

» Extending this algorithm to support multicast isve-stage process. First, we need to
design a broadcast mechanism that allows a pachet torwarded to all the networks on the
internet.

» Second, we need to refine this mechanism so tpatiites back networks that do not
have hosts that belong to the multicast group.

Reverse-Path Broadcast (RPB)
Reverse-Path Multicast (RPM)

Rever se-Path Broadcast (RPB)

» Each router knows that the current shortest pathgiwven destination goes through
NextHop.

» Thus, whenever it receives a multicast packet fsonrce S, the router forwards the
packet on all outgoing links (except the one onchlthe packet arrived) if and only if the packet
arrived over the link that is on the shortest pgatB.

(i.e., the packet canfeom the NextHop associated with S in the routaige).
This strategy effectively floods packets outwahirS, but does not loop packets back toward S
Therearetwo major shortcomingsto thisapproach

» The firstis that it truly floods the network; ia& no provision for avoiding LANSs that
have no members in the multicast group.

» The second limitation is that a given packet wdlfbrwarded over a LAN by each of
the routers connected to that LAN. This is dueheoforwarding strategy of flooding packets on
all links other than the one on which the packaved, without regard to whether or not those
links are part of the shortest-path tree rooteti@source.

(The solution to this second limitation is to elirate the duplicate broadcast packets that are
generated when more than one router is connectediteen LAN.)

RPB(Parent Router)

» One way to do this is to designate one roadehe —parentl router for each link,
relative to the source, where only the parent rastallowed to forward multicast packets from
that source over the LAN.

» The router that has the shortest path to sourses8lected as the parent; a tie between
two routers would be broken according to which eoliias the smallest address.

» Notice that this refinement requires that eachawokep, for each source, a bit for
each of its incident links indicating whether ot itas the parent for that source/link pair.

» Keep in mind that in an internet setting, a —sourcel is a network, not a host, since an
internet router is only interested in forwardingkets between networks.

Rever se-Path Multicast (RPM)

» RPB implements shortest-path broadcast.

» We now want to prune the set of networks that k&seeach packet addressed to
group G to exclude those that have no hosts teanambers of G.

» This can be accomplished in two stages.

» First, we need to recognize whefeaf network has no group members. Determining
that a networks a leaf is easy—if the parent router as describ@€PB is the only router on the
network, then the network is a leaf.
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» Determining if any group members reside on the ngkws accomplished by having
each host that is a member of group G periodicahoance this fact over the network, as
described in our earlier description of link-statelticast.

» The router then uses this information to decidetidreor not to forward a multicast
packet addressed to G over this LAN.

» The second stage is to propagate this —no members of G herel information up the
shortest-path tree.

» This is done by having the router augment the Dagtin, Cost pairs it sends to its
neighbors with the set of groups for which the leetivork is interested in receiving multicast
packets.

» This information can then be propagated from rotdeputer, so that for each of its
links, a given router knows for what groups it slddierward multicast packets.

» Note that including all of this information in theuting update is a fairly expensive
thing to do.

Protocol Independent Multicast (PIM)

» Scalability.(problem of previous protocols)

» This situation is sufficiently common that PIM dieis the problem space into
—sparse model and —dense mode.|

» In PIM sparse mode (PIM-SM), routers explicitlyrjand leave the multicast group
using PIM protocol messages known as Join and Angssages.

» The question that arises is where to send thoseages. To address this, PIM assigns
arendezvous point (RP) to each group. In generalymber of routers in a domain are
configuredto be candidate RPs, and PIM defines a set of duves by which all the routers in a
domain can agree on the router to use as the RPdwen group.

» These procedures are rather complex, as they reabtvith a wide variety of
scenarios, such as the failure of a candidate RRrenpartitioning of a domain into two separate
networks due to a number of link or node failures.

» For the rest of this discussion, we assume thabaters in a domain know the
unicast IP address of the RP for a given group.

» A multicast forwarding tree is built as a resultrofiters sending Join messages to the
RP. PIM-SM allows two types of trees to be cond&drashared tree, whicinay be used by all
senders, and source-specific tree, which may be used onlg bgecific sending host.

The normal mode of operation creates the shareditst, followed by one or more
source-specific trees if there is enough traffigveorant it.

Because building trees installs state in the rgutong the tree, it is important that the
default is to have only one tree for a group, e for every sender to a group.

PIM operation: (a) R4 sends Join to RP and joiaseshtree. (b) R5 joins shared tree. (c)
RP builds source-specific tree to R1 by sending toR1. (d) R4 and R5 build source-specific
tree to R1 by sending Joins to R1.
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. Join /
C=s 3 . - == == \S e (B === |
P - Jo
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When a router sends a Join message toward therRRyfoup G, it is sent using normal
IP unicast transmission. This is illustrated indfeg4.38(a), in which router R4 is sending a Join
to the rendezvous point for some group.

The initial Join message is —wildcardedl; that is, it applies to all senders. A Join message
clearly must pass through some sequence of roogéose reaching the RP (e.g., R2). Each router
along the path looks at the Join and creates aafoling table entry for the shared tree, called a
(*, Q) entry (* meaning —all sendersl).

As more routers send Joins toward the RP, theyecaes branches to be addedto the
tree, as illustrated in Figure 4.38(b). Note tinathis case, the Join only needs to travel to R2,
which can add the new branch to the tree simplgdiying a new outgoing interface to the
forwarding table entry created for this group. R2a not forward the Join on to the RP. Note
also that the end result of this process is tadbaiifree whose root is the RP.

At this point, suppose a host wishes to send aages® the group. To do so, it
constructs a packet with the appropriate multigastip address as its destination and sends it to
a router on its local network known as ttessignated routefDR).

Thus, in Figure 4.38(c), we see a source-spealfiterfrom R1 to the RP (indicated by
the dashed line) and a tree that is valid foretiders from the RP to the receivers (indicated by
the colored line).

—
| RP | G | | /,-"r \\\Igl—l
- ) =
% o G|
B T G
[RP[G] |/’ _
l
[R5

Iy
G ]

i

Host

Delivery of a packet along a shared tree. R1 tuntin packet to the RP, which forwards
it along the shared tree to R4 and R5.

CONGESTION AVOIDANCE IN NETWORK LAYER
* When one part of the subnet (e.g. one or moreersin an area) becomes overloaded,
congestion results.
» Because routers are receiving packets fasterttiegncan forward them, one of two
things must happen:
— The subnet must prevent additional packets frotarang the congested region
until those already present can be processed.
— The congested routers can discard queued paokeiske room for those that
are arriving.

Factors that Cause Congestion
* Packet arrival rate exceeds the outgoing linlacdayp.

* Insufficient memory to store arriving packets
* Bursty traffic
* Slow processor
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Traffic Shaping

 Another method of congestion control is to —shapel the traffic before it enters the
network.

» Traffic shaping controls thete at which packets are sent (not just how many). Uised
ATM and Integrated Services networks.

At connection set-up time, the sender and carggptiate a traffic pattern (shape).
» Two traffic shaping algorithms are:

Leaky Bucket
Token Bucket

The Leaky Bucket Algorithm

» The Leaky Bucket Algorithm used to control rateinetwork. It is implemented as a
single-server queue with constant service timehdfbucket (buffer) overflows then packets are
discarded

The Leaky Bucket Algorithm

Faucet
\ Host
computer

= Packet
(]
< > Unregulated|
[ flow
]
Leak
bucl-:e:{ SRSRPL). C The bucket
Water Interface | _— holds
containing packets
a leaky bucket
[ Regulated
O flow
Water drips out of the —
hole at a constant rate ~

MNetwork

(a) ()

» The leaky bucket enforces a constant output(eaterage rate) regardless of the
burstiness of the input. Does nothing when inpudles.

» The host injects one packet per clock tick oherietwork. This results in a uniform
flow of packets, smoothing out bursts and reducimiggestion.

* When packets are the same size (as in ATM cétis)pne packet per tick is okay. For
variable length packets though, it is better towala fixed number of bytes per tick. E.g. 1024
bytes per tick will allow one 1024-byte packetwot512-byte packets or four 256-byte packets
on 1 tick.

Token Bucket Algorithm

* In contrast to the LB, the Token Bucket Algorithatiows the output rate to vary,
depending on the size of the burst.

* In the TB algorithm, the bucket holds tokens.tlemsmit a packet, the host must
capture and destroy one token.

» Tokens are generated by a clock at the rate @taken every t sec.

* Idle hosts can capture and save up tokens (thetmax. size of the bucket) in order to
send larger bursts later.
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The Token Bucket Algorithm

Host Host
computer computer

One token
is added The bucket
holds

to the bucket
every AT /lokens
\ =

00000

|

|

|
DDD[ODD

Networks Networks
@) ()

L eaky Bucket vs Token Bucket

* LB discards packets; TB does not. TB discardsmnsk

* With TB, a packet can only be transmitted if thare enough tokens to cover its length in
bytes.

* LB sends packets at an average rate. TB allomafge bursts to be sent faster by speeding up
the output.

* TB allows saving up tokens (permissions) to dangke bursts. LB does not allow saving.

**********************************ALL THE BEST*********************************
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