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Unit- IICOURSE OUTCOME

Apply statistics for Big Data 
Analytics
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Unit- IIOUTLINE

Need of statistics in Data Science 
& Big DataAnalytics

Measures of CentralTendency Measures of Dispersion
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Unit- IIOUTLINE

Needof statistics in Data Science & Big DataAnalytics

Measures of CentralTendency

Measures of Dispersion

Mean,Median,Mode,Mid-range

Range, Variance, Mean Deviation,Standard Deviation

Bayes theorem,Basics and need of hypothesis and hypothesis 
testing, Pearson Correlation,Sample Hypothesis testing,

Chi-Square Tests, t-test.
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Unit- IINEED OF STATISTICS

Need of statistics in Data Science & Big DataAnalytics

Components of Data Science
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Unit- IISTATISTICS

Need of statistics in Data Science 
& Big DataAnalytics

Statistics

most critical unit of Data 
Science

method or science of 
collecting and analyzing 

numerical data

large quantities

useful insights

It is

To get

In

Statistic

is
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Unit- IINEED OF STATISTICS

Need of statistics in Data Science 
& Big DataAnalytics

various statistical tests.
1 Identify Importance

Relevant Features

the

8

of

Byusing

Dr. S.R.Khonde



Unit- IINEED OF STATISTICS

Need of statistics in Data Science 
& Big DataAnalytics

Duplicate Features.
2 Finding Relationships

Features

the

between

Toeliminate
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Unit- IINEED OF STATISTICS

Need of statistics in Data Science 
& Big DataAnalytics

3

Convert Features Required Format
the into

1
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Unit- IINEED OF STATISTICS

Need of statistics in Data Science 
& Big DataAnalytics

4
Normalizing & 

Scaling the data

the identificationof the distribution 
of data and the nature of data.

This step also involves

11
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Unit- IINEED OF STATISTICS

Need of statistics in Data Science 
& Big DataAnalytics

5

Data for further 
processing

Required adjustment 
in the data

Byusing

Tacking the

12
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Unit- IINEED OF STATISTICS

Need of statistics in Data Science 
& Big DataAnalytics

6

Processing 
the data

Right mathematical 
approach/model

Identify the

After

13
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Unit- IINEED OF STATISTICS

Need of statistics in Data Science 
& Big DataAnalytics

7

Oncethe

Results are 
obtained

Results are 
verified

Different accuracy 
measurementscalesthe Onthe
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Unit- IINEED OF STATISTICS

Know your Data

15

● collection of objects and their attributes

● An attribute is aproperty or characteristic of an object

○ Examples: eye color of a person, temperature, cost, etc.

○ also known asvariables, fields, characteristics, 

dimensions, or features

● Acollection of attributes describe an object

○ Objectsarealso known asrecords, points,cases, samples,

entities, orinstances
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Unit- IINEED OF STATISTICS

Knowyour Data
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Unit- IINEED OF STATISTICS

Bivariate Data

Attribute Values

● Attribute values are numbers or symbols assigned to an 
attribute

Univariate Data
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Unit- IINEED OF STATISTICS

Multivariate Data

Attribute Values

● Attribute valuesare numbers or symbols assigned to 

an attribute
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Unit- IINEED OF STATISTICS

Measures of CentralTendency Types of Data Attribute
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Unit- IIDATA ATTRIBUTE

Quantitative
Attributes
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Unit- IIDATA ATTRIBUTE

Qualitative
Attributes
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Unit- IIDATA ATTRIBUTE

Quantitative
Attributes

● Named or described in words

● Sometimes it is not easily reduced to 

numbers.

● tends to answer questions about the 

‘what’, ‘how’ and ‘why’

● smells, tastes, textures, attractiveness, 

and color.

Qualitative
Attributes

22

● attributes canbemeasured and 

assigned in a number

● measurable and can be expressed in 

integer or real values

● tends to answer questions about the 

‘how many’ or ‘how much’

● Eg. height, width, and length. 

Temperature and humidity. Prices. Area 

and volume.
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Unit- IIDATA ATTRIBUTE

Qualitative
Attributes

Nominal1
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Unit- IIDATA ATTRIBUTE

Qualitative
Attributes

Nominal1
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Unit- IIDATA ATTRIBUTE

Qualitative
Attributes

Nominal1
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Unit- IIDATA ATTRIBUTE

Qualitative
Attributes

Nominal1
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Unit- IIDATA ATTRIBUTE

Qualitative
Attributes

1

References: 

https://www.scribbr.com/statisti

cs/nominal-data/

NominalData Collection
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Unit- IIDATA ATTRIBUTE

Qualitative
Attributes

1

References: 

https://www.scribbr.com/statisti

cs/nominal-data/

NominalDataAnalysis

Simple Frequency 
Distribution

Percentage
Frequency
Distribution
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Unit- IIDATA ATTRIBUTE

Qualitative
Attributes

1

References: 

https://www.scribbr.com/statisti

cs/nominal-data/

NominalDataAnalysis

Simple Frequency 
Distribution

PercentageFrequency 
Distribution
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Unit- IIDATA ATTRIBUTE

Qualitative
Attributes

1

References: 

https://www.scribbr.com/statisti

cs/nominal-data/

NominalDataAnalysis

Bar Chart Pie Chart
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Unit- IIDATA ATTRIBUTE

Qualitative
Attributes

Nominal1
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Unit- IIDATA ATTRIBUTE

Qualitative
Attributes

Binary2 a special nominal attribute with 

only two states: 0 or 1
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Unit- IIDATA ATTRIBUTE

Qualitative
Attributes

Binary2
a special nominal attribute 

with only two states: 0 or 1

1 Female
1 Male

Equal Important

1 Female
0 Male

Symmetric 

Binary
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Unit- IIDATA ATTRIBUTE

Qualitative
Attributes

Binary2
a special nominal attribute 

with only two states: 0 or 1

Not Equal 
Important

Most Important 
With 1

Otherwith 0

Asymmetric 

Binary

Depending on the task 0 or 1 mapped with attribute values : 

Here the task is to identify absent students

Absent 1
Present 0
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Unit- IIDATA ATTRIBUTE

Qualitative
Attributes

Ordinal3
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Unit- IIDATA ATTRIBUTE

Qualitative
Attributes

Ordinal3
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Unit- IIDATA ATTRIBUTE

Qualitative
Attributes

Ordinal3
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Unit- IIDATA ATTRIBUTE

Qualitative
Attributes

Ordinal3

38Dr. S.R.Khonde



Unit- IIDATA ATTRIBUTE

Qualitative
Attributes

3 Ordinal Data Collection
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Unit- IIDATA ATTRIBUTE

Qualitative
Attributes

3 Ordinal DataAnalysis
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Unit- IIDATA ATTRIBUTE

Qualitative
Attributes

3 Ordinal DataVisualization

Simple Frequency 
Distribution

Bar Graph
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Unit- IIDATA ATTRIBUTE

Qualitative
Attributes

Ordinal3
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Unit- IIDATA ATTRIBUTE

Quantitative
Attributes

Discrete1

Continues/Numeric2

Discrete data is counted Continuous data is measured
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Unit- IIDATA ATTRIBUTE

Quantitative
Attributes

Discrete1 Continues/Numeric2
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Unit- IIDATA ATTRIBUTE

Quantitative
Attributes

Discrete1 Continues/Numeric2
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Unit- IIDATA ATTRIBUTE

Quantitative
Attributes

Discrete

ContinuesTemperature in a city on different days

Numberof people travel in trains on different days
of the week

Sum of numberson rolling three dice together.

Volume of water in a water tank

Discrete

Continues

Checkyour Knowledge
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Unit- IIDATA ATTRIBUTE

Quantitative
Attributes

1 Bar GraphDiscrete DataAnalysis
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Unit- IIDATA ATTRIBUTE

Quantitative
Attributes

1 Discrete DataAnalysis
Bar Graph
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Unit- IIData Attribute

Quantitative
Attributes

Meaning of True Zero/ Absolute Zero

NoMoney
Absence of 

Property that is 
Money

Absolute/true/Meaningful zero meansthat the
zero point represents the absence of the 

propertybeing measured
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Unit- IIData Attribute

Quantitative
Attributes

Meaning of True Zero/ Absolute Zero

0
celsius 

temperature

Temperature is 
present with 

value= 0 Celsius

NotAbsolute/true/Meaningful zero meansthat 
the zero point, is thevalue of that property
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Unit- IIDATA ATTRIBUTE

Quantitative
Attributes

Continues/Numeric

: Interval2.1
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Unit- IIDATA ATTRIBUTE

Quantitative
Attributes

Continues/Numeric

: Interval2.1
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Unit- IIDATA ATTRIBUTE

Quantitative
Attributes

Continues/Numeric

: Interval2.1

Equidistance
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Unit- IIDATA ATTRIBUTE

Quantitative
Attributes

2.1 DataAnalysis
Continues/Numeric

: Interval
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Unit- IIDATA ATTRIBUTE

Quantitative
Attributes

Continues/Numeric

: Interval2.1
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Unit- IIDATA ATTRIBUTE

Quantitative
Attributes

Continues/Numeric:

Ratio Scaled2.2
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Unit- IIDATA ATTRIBUTE

Quantitative
Attributes

Continues/Numeric

: Interval2.2
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Unit- IIDATA ATTRIBUTE

Quantitative
Attributes

Continues/Numeric:

Ratio Scaled2.2
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Unit- IIDATA ATTRIBUTE

Quantitative
Attributes

Continues/Numeric:

Ratio Scaled2.2
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Unit- IIDATA ATTRIBUTE

Interval Vs Ratio

20$

/hour
30$

/hour

Poojan Rajan

10 $ less 
Than Rajan

Quantitative
Attributes

I amtype of Interval I amtype of 
Ratio

66% greater 
than 
Poojan
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Unit- IIKEY POINTS TO FOCUS
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Unit- IIKEY POINTS TO FOCUS
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Unit- IIKEY POINTS TO FOCUS
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Unit- IISTATISTICS: DATA TYPE AND APPROPRIATE GRAPH

continuousvariable
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Unit- IISTATISTICS: DATA TYPE AND APPROPRIATE GRAPH

twocontinuousvariable
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Unit- IISTATISTICS: DATA TYPE AND APPROPRIATE GRAPH

Groupwise continuousvariable
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Unit- IISTATISTICS: DATA TYPE AND APPROPRIATE GRAPH

Discrete data
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Unit- IISTATISTICS: DATA TYPE AND APPROPRIATE GRAPH

Categorical data
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Unit- IISTATISTICS: DATA TYPE AND APPROPRIATE GRAPH

Binary data
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Unit- IISTATISTICS: DATA TYPE AND APPROPRIATE GRAPH

Ordinal data
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Unit- IISTATISTICS: DATA TYPE AND APPROPRIATE GRAPH

Locating the Center ofYour Data
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Unit- IISTATISTICS: DATA TYPE AND APPROPRIATE GRAPH

Locating the Center ofYour Data
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Unit- IISTATISTICS: DATA TYPE AND APPROPRIATE GRAPH

Locating the Center ofYour Data
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Unit- IINEED OF STATISTICS

Measures of CentralTendency
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Unit- IINEED OF STATISTICS

Measures of CentralTendency

Mean1
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Unit- IINEED OF STATISTICS

Measures of CentralTendency

Mean1

● The mean represents the average value of the dataset.

● n is sample size and N is population size.
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Unit- IINEED OF STATISTICS

Measures of CentralTendency

Mean1

● 10% samples will be cut down from each side

● Three commonly applied trim percentages, i.e., 5%, 10%, and 

20%

Loss of 

Information
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Unit- II

78

NEED OF STATISTICS

Measures of CentralTendency

Mean1

Arithmetic Mean

= (15+18+16+14+15+15+12=17+90+95) /10

= 307/10

= 30.7

Trimmed Mean

● Average salary by trimmed mean is 

19.7 k

● It is not the best way to accurately 

reflect the typical salary of a 

worker
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Unit- II
NEED OF STATISTICS
REFERENCES
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Measures of CentralTendency

Median2

the dataset
Middle of

value

Arranged in

ascending order or in 

descending order
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Unit- IINEED OF STATISTICS

80

Measures of CentralTendency

Median2

https://www.brainkart.com/article/Median_35083/

https://statisticsbyjim.com/basics/measures-central-tendency-

mean-median-mode/

Median = value of (n+1 / 2)th observationOdd number of Samples:

Even number of Samples:
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Unit- IINEED OF STATISTICS

81

Measures of CentralTendency

Median2
The number of rooms in the seven five stars hotel in Chennai 

city is 71, 30, 61, 59, 31, 40 and 29. Find the median number 

of rooms:

Arrange the data in ascending order : 29, 30, 31, 40, 59, 61,71Step 1

n = 7 (odd)Step 2

Median = 7+1 / 2 = 4th positional valueStep 3

Median = 40 roomsStep 4
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Unit- IINEED OF STATISTICS

82

Measures of CentralTendency

Median2 Median for Discrete grouped data:

i. Calculate the cumulative frequencies

ii.Find (N+1)/2, where N=Σf=total frequencies

iii.Identify the cumulative frequency just greater than (N+1)/2

iv.The value of x corresponding to that cumulative frequency is the (N+1)/2 median
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Unit- IINEED OF STATISTICS

83

Measures of CentralTendency

Median2

The following data are the weights of students in a class. 

Find the median weights of the students
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Unit- IINEED OF STATISTICS

84

N= 60Step 1

(N+1)/2= (60+1)/2= 30.5Step 2

Cumulative frequency >30.5 is 38Step 3

Value of x corresponding to 38 is 40Step 4

The median weight of students is 40Step 5
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Unit- IINEED OF STATISTICS

85

Measures of CentralTendency

Median2 Median for Continuous grouped data:

l = Lower limit of the median class

N = Total Numbers of frequencies f = Frequency of the 

median class

m = Cumulative frequency of the class preceding the median 

class c = the class interval of the median class

Note: one has to find the median class first. Median class is, that class which correspond to the 

cumulative frequency just greater than N/2.
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Unit- IINEED OF STATISTICS

86

Measures of CentralTendency

Median2

The following data obtained from a garden records of 

certain period Calculate the median weight of the apple
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Unit- IINEED OF STATISTICS

87

N/2= 200/2=100Step 1

Median class id 440-450 As 

Frequency>100
Step 2

l= lower boundary of 440-450 =440Step 3

m= cumulative frequency of 430-

440 , m=76
Step 4

c=Interval of 440-450 = 10Step 5

f= frequency of 440-450=54Step 6
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Unit- IINEED OF STATISTICS

88

Median = 440+((100-76)/54 )*10

= 440+4.44

= 444.44

Step 7
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Unit- IINEED OF STATISTICS

89

Measures of CentralTendency

Mode3

the dataset
Most frequent of

value

Around which

Most items tend to be 

most heavily 

concentrated
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Unit- IINEED OF STATISTICS

90

Measures of CentralTendency

Mode3
Twowheelersaremorethancars.

Becauseof higher frequencythe modal 

valueof this surveyis

‘twowheelers’
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Unit- IINEED OF STATISTICS

91

Measures of CentralTendency

Mode3

The following are the marks scored by 20 students in the class. 

Find the mode

90, 70, 50, 30, 40, 86, 65, 73, 68, 90, 90, 10, 73, 25, 35, 88, 67,

80, 74, 46

The marks 90 occurs the maximum number of times

Mode=90
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Unit- IINEED OF STATISTICS

92

Measures of CentralTendency

Mode3

A doctor who checked 9 patients’ sugar level is given below. Find 

the mode value of the sugar levels

80, 112, 110, 115, 124, 130, 100, 90, 150, 180

Each values occurs only once

there is no mode

Dr. S.R.Khonde



Unit- IINEED OF STATISTICS

93

Measures of CentralTendency

Mode3
Compute mode value for the following observations.

7, 10, 12, 10, 19, 2, 11, 3, 12

the observations 10 and 12 occurs twice in the data set

the modes are 10 and 12

Dr. S.R.Khonde



Unit- IINEED OF STATISTICS

94

Measures of CentralTendency

Mode3

Calculate the mode from the following data

7 is the maximum frequency

the value of x corresponding to 7 is 8

Mode=8
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Unit- IINEED OF STATISTICS

95

Measures of CentralTendency

Mode3 Mode for Continuous data

Modal class is the class which has maximum frequency.

f1 = frequency of the modal class

f0 = frequency of the class preceding the modal class 

f2 = frequency of the class succeeding the modal class

c = width of the class limits
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Unit- IINEED OF STATISTICS
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Measures of CentralTendency

Mode3

The given data relates to the daily

income of families in an urban area.

Find the modal income of the

families.
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Unit- IINEED OF STATISTICS

Highest Frequency is 18. Modal class is 300-

400
Step 1

l= lower boundary of 300-400 = 300Step 2

f1= frequency of 300-400 =18Step 3

f0= frequency of 200-300 =12Step 4

f2= frequency of 440-500 =16Step 5

Mode= 300+ (18-12)/(2*18-12-16)*100

=300+6/(36-28) *100

=300+ 600/8 = 300+75= 375

Step 6
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Unit- II
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NEED OF STATISTICS

DataAttributes and 
Measureof CentralTendency Levels of measurement
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Unit- IINEED OF STATISTICS
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Measures of CentralTendency

Mid Range4

Average

Largest 

and 

Smallest 

instance

of

of

dataset
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Unit- IIRELATIONSHIP AMONG MEAN,MEDIAN AND MODE

100

Noofdaysspendintraining

Team1 4

Team2 5

Team3 6

Team4 6

Team5 6

Team6 7

Team7 7

Team8 7

Team9 7

Team10 7

Team11 7

Team12 8

Team13 8

Team14 8

Team15 9

Team16 10

Mean 7

Median 7

Mode 7

Mean=Median=Mode

Symmetric DataDistribution
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Unit- IIRELATIONSHIP AMONG MEAN,MEDIAN AND MODE

Mean< Median < Mode

Left Skewdatadistribution

Noofdaysspendintraining

Team1 4

Team2 5

Team3 6

Team4 6

Team5 6

Team6 7

Team7 7

Team8 7

Team9 7

Team10 8

Mean 6.3

Median 6.5

Mode 7
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Unit- IIRELATIONSHIP AMONG MEAN,MEDIAN AND MODE

102

Mode< Median< Mean

RightSkewdatadistribution

Noofdaysspendintraining

Team1 6

Team2 7

Team3 7

Team4 7

Team5 7

Team6 8

Team7 8

Team8 8

Team9 9

Team10 10

Mean 7.7

Median 7.5

Mode 7
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Unit- IINEED OF STATISTICS

103

Measures of CentralTendency

Empirical Relationship among mean, median and mode

Mean- Median= ⅓(Mean-Mode) For Right SkewData

Mean 7.7

Median 7.5

Mode 7

7.7 -7.5= ⅓ (7.7-7)

0.2⥵0.26
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Unit- IINEED OF STATISTICS

104

Measures of CentralTendency

Empirical Relationship among mean, median and mode

Mean- Median= ⅓(Mean-Mode) For Left SkewData

6.3 -6.5= ⅓ (6.3-7)

(-0.2) ⥵(-0.26)

Mean 6.3

Median 6.5

Mode 7
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Unit- IINEED OF STATISTICS

105

Measures of CentralTendency

Empirical Relationship among mean, median and mode

Mean- Median= ⅓(Mean-Mode)

mean - mode = 3 ́(mean - median)
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Unit- IINEED OF STATISTICS

106

Measures of Dispersion

01 02 03 04

Range Variance
Standard

Deviation
Mean 

Deviation
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Unit- IIMEASURES OF DISPERSION

107

Range01

The range can measure by subtracting the lowest value from the massive Number

The wide range indicates high variability, and the small range specifies low variability in the

distribution.

Range = Highest_value – Lowest_value
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Unit- IIMEASURES OF DISPERSION

108

Range01

The wide range indicates high variability, and the small range specifies low variability in the 

distribution.
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Unit- II

MEASURES OF DISPERSION

109

Range01

Rangeof Sequence is 18
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Unit- IIMEASURES OF DISPERSION
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Range01
Rangecan influence byoutliers

Rangeof Sequence is 18
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Unit- IIMEASURES OF DISPERSION
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01 Inter-quartile Range

The spread of the middle half of your distribution

Quartiles segment any distribution that’s ordered from low to high into four equal parts

Quartile : each of four equal groups
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Unit- IIMEASURES OF DISPERSION

112

Inter-quartile Range Even number of Elements

Ascending Order of Sequence:

Locate the median, and then separate the values below it from the values above it.

01
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Unit- IIMEASURES OF DISPERSION

113

Inter-quartile Range Even number of Elements

Find Q1 and Q3.

IQR

01
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Unit- II
MEASURES OF DISPERSION

114

Inter-quartile Range Odd number of Elements

Ascending Order of Sequence:

Locate the median, and then separate the values below it from the values above it.

01
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Unit- IIMEASURES OF DISPERSION
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01 Inter-quartile Range Even number of Elements

Find Q1 and Q3.

With Inclusion

Dr. S.R.Khonde
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01 Inter-quartile Range Even number of Elements

IQR

With Inclusion
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01 Inter-quartile Range Even number of Elements

Find Q1 and Q3.

Exclusive Method
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01 Inter-quartile Range Even number of Elements

IQR

Exclusive Method
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Unit- IIMEASURES OF DISPERSION
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01 Inter-quartile Range

Detection of Outlier using IQR

Useful measure of variability for skewed distributions

IQR can give you an overview of where most of your values lie
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Unit- IIMEASURES OF DISPERSION

120
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Unit- IIMEASURES OF DISPERSION

121

Most of the values are concentrated around 15,000 and 35,000

there is an extreme value (an outlier) of 200,000 that pushes up the mean to 40,500 and

dilates the range to 185,000
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Unit- IIMEASURES OF DISPERSION

02 Variance

Variance is the average of the squared differences from the mean

Marks of Student A : 30, 50, 70, 100, 100 Marks of Student B: 70,70,70,70,70

Mean : 70 Mean : 70

two data sets are not identical! The variance shows how they are different
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Unit- IIMEASURES OF DISPERSION

02 Variance

Formula to Compute Variance

X – Input variable

X   - mean of input 

dataset
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Unit- IIMEASURES OF DISPERSION

02 Variance

Mean : 70
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02 Variance
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02 Variance
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02 Variance

Variance

=3800/5

=760
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Unit- IIMEASURES OF DISPERSION
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02 Variance

Variance

=0/5

=0
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02 Variance
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02 Variance
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Unit- IIMEASURES OF DISPERSION
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02 Variance

Mark’s Variance = 64 / 5 = 12.8

Myrna’s Variance = 362 / 5 = 72.4

Mark has a lower variance therefore he is more consistent.
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Unit- IIMEASURES OF DISPERSION

132

● Mean deviation is used to compute how far the values in a data set are from the center point

03

Mean 

Deviation

● Given Instances 5,7,9,3 ● Mean=(5+7+9+3)/4=6
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Mean 

Deviation
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03

Mean 

Deviation

● You and your friends have just measured the heights of your dogs (in millimeters):

● The heights (at the shoulders) are: 600mm, 470mm, 170mm, 430mm and 300mm.

Dr. S.R.Khonde



Unit- IIMEASURES OF DISPERSION

03

Mean 

Deviation

Dr. S.R.Khonde



Unit- IIMEASURES OF DISPERSION

03

Mean 

Deviation

Dr. S.R.Khonde



Unit- IIMEASURES OF DISPERSION

137

● The Standard Deviation is a measure of how spread out numbers are

04
Standard 

Deviation

● Its symbol is σ (the greek letter sigma)

● It is the square root of the Variance
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Variance and Standard Deviation

● You and your friends have just measured the heights of your dogs (in millimeters):

● The heights (at the shoulders) are: 600mm, 470mm, 170mm, 430mm and 300mm.
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Mean, Variance and Standard Deviation

● You and your friends have just measured the heights of your dogs (in millimeters):

● The heights (at the shoulders) are: 600mm, 470mm, 170mm, 430mm and 300mm.

Mean= 600 + 470 + 170 + 430 + 300/ 5

= 1970 / 5

= 394
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Mean, Variance and Standard Deviation

The mean (average) height is 394 mm. Let's plot this on the chart:
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Mean, Variance and Standard Deviation

Now we calculate each dog's difference from the Mean(394):
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Mean, Variance and Standard Deviation
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Mean, Variance and Standard Deviation
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Mean, Variance and Standard Deviation

we can show which heights are within one Standard Deviation (147mm) of the Mean:

So,using the Standard Deviation wehavea"standard" wayof knowing what is normal
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Bayes' 

theorem describes 

the probability of 

occurrence of an 

event related to any 

condition.
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Probability 

of King
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Marginal Probability:

The probability of an event irrespective of the outcomes of other random variables, e.g. P(A).
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RedAnd 

King
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Join Probability:

Probability of two (or more) simultaneous events, e.g. P(A and B) or P(A, B)
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Jack of 

Hearts 

from Given 

Face Cards
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Conditional Probability:

Conditional Probability: Probability of one (or more) event given the occurrence of another event,

e.g. P(A given B) or P(A | B)

P(A, B) = P(A | B) * P(B) P(A | B) = P(A ∩B)/ P(B)
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● Three companies A, B and C supply 25%, 35% and 40% of the 

notebooks to a school.

● Past experience shows that 5%, 4% and 2% of the notebooks 

produced by these companies are defective.

● If a notebook was found to be defective, what is the 

probability that the notebook was supplied by A?
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● Let A, B and C be the events that notebooks are provided by A, B and C 

respectively.

● Let D be the event that notebooks are defective

● Then,

● P(A) = 0.25, P(B) = 0.35, P(C) = 0.4

● P(D|A) = 0.05, P(D|B) = 0.04, P(D|C) = 0.02

● P(A│D) = (P(D│A)*P(A))/(P(D│A) * P(A) + P(D│B) * P(B) + P(D│C) * 

P(C) )

=(0.05*0.25)/((0.05*0.25)+(0.04*0.35)+(0.02*0.4))

= 2000/(80*69)

=25⁄69.
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educated guess

something in the world 
around you.

testable

experiment or 
observation

about

Either by

It should be

Hypothesis

is
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Which is 

better?

Research 

Question
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Both 

vaccination 

has same 

efficiency

Hypothesis 

Statement

Dr. S.R.Khonde



Unit- II
BASIC OF HYPOTHESIS

158

Who can 

solve Sudoku 

Faster?

Girls/Boys

Research 

Question
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The time in seconds 

to solve the 

SUDOKU 

significantly same 

for Girls and Boys

Hypothesis
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● A statement about the population that may or may not be true.

● Hypothesis testing aims to make a statistical conclusion about accepting or 

not accepting the hypothesis
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● The best way to determine if a hypothesis was true would be to examine 

the entire population

● Usually impractical (time, money, resources)

● Examine random samples from population

● If sample data are not consistent with 

hypothesis – reject
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All dogshaveFour 

Lags
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5% dogshaveThree 

Legs
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Statistical Hypothesis Nullhypothesis

H0
● The hypothesis that states there is no statistical significance between two 

variables in the hypothesis

● Believed to be true unless there is overwhelming evidence to the contrary

● It is the hypothesis the researcher is trying to disprove
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Statistical Hypothesis Nullhypothesis H0

Example:

● It is hypothesised that flowers watered with lemonade 

will grow faster than flowers watered with plain water.

Null Hypothesis:

● There is no statistically significant relationship between 

the type of water used and the growth of the flowers.
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Statistical Hypothesis Alternative Hypothesis

H1
● Inverse of the null hypothesis

● States that there is a statistical significance between two 

variables

● Holds true if the null hypothesis is rejected

● Usually what the researcher thinks is true and is testing
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Statistical Hypothesis Alternative hypothesis H1

Null Hypothesis:

If one plant is fed lemonade for one month and another is

fed plain water, there will be no difference in growth

between the two plants

Alternative Hypothesis

If one plant is fed lemonade for one month and another is

fed plain water, the plant that is fed lemonade will grow

more than the plant that is fed plain water
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Assignment is due for my subject

Hypothesis:
an average of 6 days for me to 

complete the assignment.
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HYPOTHESIS TESTING
Hypothesis Testing :

If the purpose is to test that the population mean is equal to a specific value

gather a sample of people who have 

completed the assignment in the past

calculate the average number of days it 

took them to complete it.

Suppose the sample mean is 6.1 days

hypothesis test states that 

whether 6.1 days is 

significantly different 

from 6.0 days.
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Stating the Null andAlternative Hypothesis

If the purpose is to test that the population mean is equal to a specific value 

(assignment example)
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Two–Tail Hypothesis Test

● Two-tail hypothesis test is used whenever the alternative hypothesis is 

stated as ≠

● The assignment example would require a two-tail test because the 

alternative hypothesis is stated as:
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Two–Tail Hypothesis Test

● The curve represents the sampling distribution of the mean for the 

number of days it takes to complete the assignment
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Two–Tail Hypothesis Test-Procedure

Collect a sample size of n, and calculate the test statistic – in this case sample mean.

Plot the sample mean on x-axis of the sampling distribution curve

If sample mean falls within white region – we do not reject null hypothesis

If sample mean falls in either shaded region – reject null hypothesis
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Two–Tail Hypothesis Test

There are only two statements we can make about the null Hypothesis:

● Reject the null hypothesis

● Do not reject the null hypothesis

As conclusions are based on a sample, we do not have enough evidence to 

ever accept the null hypothesis.
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OneTail Hypothesis Test

● One -tail hypothesis test is used whenever the alternative hypothesis is stated 

as < or >

● The golf example would require a one-tail test because the alternative 

hypothesis is expressed as:
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OneTail Hypothesis Test

Test and plot the sample mean, which represents the average increase in variable 

value
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One –Tail HypothesisTest-Procedure

Collect a sample size of n, and calculate the test statistic – in this case sample mean.

Plot the sample mean on x-axis of the sampling distribution curve

If sample mean falls within yellow region – we do not reject null hypothesis

If sample mean falls in shaded region – reject null hypothesis
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● useful for analysing such differences in categorical variables, especially those nominal in 

nature

● If observed frequencies in one or more categories match expected frequencies.

● depends on the size of the difference between actual and observed values, the degrees 

of freedom, and the samples size

● can be used to test whether two variables are related or independent from one another

● Most Common Two Types of Chi Square

○ Chi-square goodness of fit test

○ Chi-square test of independence.
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1. Define your null and alternative hypotheses and collect your data.

2. Decide on the alpha value. This involves deciding the risk you are willing to take of 

drawing the wrong conclusion. 

Most common value is α=0.05.

3. Check the data for errors.

4. Check the assumptions for the test

5. Perform the test and draw your conclusion.
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● Teststatistic:

Oi=Frequencyof Outcome(Original Frequency)

E=ExpectedFrequency
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a random sample of 10 bags 100 pieces of candy and

five flavors
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1. Define your null and alternative hypotheses before collecting your data.

Nullhypothesis H0 :

The proportions of the five flavors in each bag are the same.

Alternative hypothesis H1 :

The proportions of the five flavors in each bag are different.

188
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1. Define your null and alternative hypotheses and collect your data.

● Each bag has 100 pieces of candy.

● Each bag has five flavors of candy.

● We expect to have equal numbers for each flavor.

● This means we expect 100 / 5 = 20 pieces of candy in each flavor from each bag.

● For 10 bags in our sample, we expect 10 x 20 = 200 pieces of candy in each flavour

Expected Frequency
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1. Define your null and alternative hypotheses and collect your data.

ActualFrequency

Bar chart of counts of candy 

flavors from all 10 bags
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2.Decide on the alpha value. This involves deciding the risk you are willing to take of 

drawing the wrong conclusion. Most common value is α=0.05.

For the candy data, we decide prior to collecting data that we are willing to take a 5% risk 

of concluding that the flavor counts in each bag across the full population are not equal 

when they really are. In statistics-speak, we set the significance level, α , to 0.05.
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3. Check the data for errors.

Flavor Numberof Pieces of Candy

(10 bags) Actual Frequency

Expected Number of

Pieces of Candy

Apple 180 200

Lime 250 200

Cherry 120 200

Cherry 225 200

Grape 225 200

Table 1: Comparison of actual vs expected number of pieces of eachflavorof candy
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3. Check the data for errors.

Flavor Actual Number of Pieces of

Candy (10 bags)

Expected Number of 

Pieces of Candy

Observed-Expected

Apple 180 200 180-200 = -20

Lime 250 200 250-200 = 50

Cherry 120 200 120-200 = -80

Orange 225 200 225-200 = 25

Grape 225 200 225-200 = 25

Table 2: Difference between observed and expected pieces of candy byflavor
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3. Check the data for errors.

Flavor Number of

Pieces of Candy

(10 bags)

Expected Number

of Pieces of

Candy

Observed-Expected Squared Difference

Apple 180 200 180-200 = -20 400

Lime 250 200 250-200 = 50 2500

Cherry 120 200 120-200 = -80 1600

Orange 225 200 225-200 = 25 625

Grape 225 200 225-200 = 25 625

Table 3:Calculation of the squareddifference betweenObservedand Expected for eachflavorof candy
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3. Check the data for errors.

Flavor Number of

Pieces of Candy

(10 bags)

Expected

Number of

Pieces of Candy

Observed-
Expected

Squared 

Difference

Squared

Difference/Expe

cted Number

Apple 180 200 180-200 = -20 400 400/200=2

Lime 250 200 250-200 = 50 2500 2500/200=12.5

Cherry 120 200 120-200 = -80 1600 1600/200=32

Orange 225 200 225-200 = 25 625 625/200=3.125

Grape 225 200 225-200 = 25 625 625/200=3.125

Table 4:Calculation of the squared difference/expected numberof pieces of candyperflavor
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3. Check the data for errors.

Finally, we add the numbers in the final column to calculate our test 

statistic:

2 + 12.5 + 32 + 3.125 + 3.125 =52.75   ( 𝜒2 )
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4. Check the assumptions for the test

Based on 

𝜒2

𝜒2 (CALCULATED) <      𝜒2 ( 

TABLE)
no statistically significant difference,

Ho can not be rejected,

𝜒2 (CALCULATED) >      𝜒2 

( TABLE)
statistically significant difference,

Ho is rejected

Based on P 

value

Pvaluetable >alpha=0.05 no statistically significant

difference,

Ho can not be rejected.

Pvalue 
table

< alpha= 0.05 statistically significant difference

Ho is rejected
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4. Check the assumptions for the test 𝜒2 Table
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4. Check the assumptions for the test Degree of Freedom and P value

● For the goodness of fit test, Degree of freedom is one fewer than the number of 

categories.

● We have five flavors of candy, so we have 5 – 1 = 4 degrees of freedom.

● P value : area under the density curve of chi square

● 𝜒2 = 52.75

● df= 4

● PValue: 0.00
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4. Check the assumptions for the test Degree of Freedom and P value

α =0.05 and4 degreesof freedomis 9.488.
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● The value of our test statistic (52.75) to the Chi-square value.

● Since52.75>9.488( X2 > X2
calculated table

)

● we reject the null hypothesis that the proportions of flavors of candy are equal

5. Perform the test and draw your conclusion.

table
● The value of P Value is 0.000 < 0.05 (Pvalue >alpha)

● we reject the null hypothesis that the proportions of flavors of candy are equal
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Interpretation of Results
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● A  t-test (also known as Student's t-test)

● a tool for evaluating the means of one or two populations using hypothesis testing.

● A t-test may be used to evaluate whether

○ a single group differs from a known value (a one-sample t-test),

○ two groups differ from each other (an independent two-sample t-test),

○ there is a significant difference in paired measurements (a paired, or dependent 

samples t-test).
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1. Define your null and alternative hypotheses and collect your data.

2. Decide on the alpha value. This involves deciding the risk you are willing to take of 

drawing the wrong conclusion. Most common value is α=0.05.

3. Check the data for errors.

4. Check the assumptions for the test

5. Perform the test and draw your conclusion. 

t-tests for means involve calculating a test statistic.

You compare the test statistic to a theoretical value from the t-distribution. The theoretical 

value involves both the α value and the degrees of freedom for your data.
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● To compare a sample mean with the population mean.

● For a valid test, we need data values that are:

○ Independent (values are not related to one another).

○ Continuous.

○ Obtained via a simple random sample from the population

One Sample T- Test
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1. Define your null and alternative hypotheses and collect your data.

Let’s say we want to determine if on average girls score more than 600 in the exam.

We do not have the information related to variance (or standard deviation) for girls’

scores. To a perform t-test, we randomly collect the data of 10 girls with their marks

H0: μ <= 600

H1: μ >600
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1. Define your null and alternative hypotheses and collect your data.
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2. Decide on the alpha value. This involves deciding the risk you are willing to take of 

drawing the wrong conclusion. Most common value is α=0.05.

α=0.05.
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3. Check the data for errors.
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● The sample mean(x̄ ) = 606.8

● The population mean(μ)= 600

● The sample standard deviation(s) = 13.14

● Number of observations(n) =10

3. Check the data for errors.
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3. Check the data for errors.
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4. Check the assumptions for the test

Based on t 

score

t scorecalculated< t scoretable no statistically significant difference,

Ho can not be rejected,

t scorecalculated > t scoretable statistically significant difference,

Ho is rejected

Based on P 

value

Pvaluetable >alpha=0.05 no statistically significant

difference,

Ho can not be rejected.

Pvalue
table

< alpha=0.05 statistically significant difference

Ho is rejected
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4. Check the assumptions for the test Degree of Freedom and P value

For the goodness of fit test Degree of freedom is is one fewer than the number of 

samples. 

df= 10-1=9

HYPOTHESIS TESTING METHOD - ONE SAMPLE T-TEST

214

● t score (calculated) = 1.64 

● t score (table) = 1.833

● df= 9

● PValue: 0.06
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● The value of tscore is 1.64

● Since 1.64 <1.83

● we can not reject the null hypothesis . and don’t have enough evidence to support 

the hypothesis that on average, girls score more than 600 in the exam.

5. Perform the test and draw your conclusion.

● The value of P Value is 0.06 > 0.05 

HYPOTHESIS TESTING METHOD - ONESAMPLE T-TEST
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● we cannot reject the null hypothesis.
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● to compare the mean of two samples.

● For a valid test, we need data values that are

○ randomly sampled from two normal populations

○ Obtained via a simple random sample from the population

○ do not have the information related to variance (or standard deviation)

Two Sample T- Test
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1. Define your null and alternative hypotheses and collect your data.

let’s say we want to determine if on average, boys score 15 marks more than girls in

the exam. We do not have the information related to variance (or standard deviation)

for girls’ scores or boys’ scores. To perform a t-test. we randomly collect the data of

10 girls and boys with their marks.

H0: μ1-μ2<= 15

H1: μ1- μ2>15
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1. Define your null and alternative hypotheses and collect your data.
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2. Decide on the alpha value. This involves deciding the risk you are willing to take of 

drawing the  wrong conclusion. Most common value is α=0.05.

α=0.05.
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3. Check the data for errors.
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● Mean Score for Boys is 630.1

● Mean Score for Girls is 606.8

● Difference between Population Mean 15

● Standard Deviation for Boys’ score is 13.42

● Standard Deviation for Girls’ score is 13.14

3. Check the data for errors.

Dr. S.R.Khonde



Unit- II

HYPOTHESIS TESTING METHOD : TWO SAMPLE T-TEST

222

3. Check the data for errors.
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4. Check the assumptions for the test

Based on t 

score

t scorecalculated< t scoretable no statistically significant difference, Ho

can not be rejected,

t scorecalculated > t scoretable statistically significant difference,

Ho is rejected

Based on P 

value

Pvaluetable >alpha=0.05 no statistically significant

difference,

Ho can not be rejected.

Pvalue
table

< alpha=0.05 statistically significant difference

Ho is rejected

Dr. S.R.Khonde



Unit- II

4. Check the assumptions for the test Degree of Freedom and P value

For the goodness of fit test Degree of freedom is degrees of freedom for the problem is 

the smaller of n1– 1 and n2– 1.

df= (10-1)+(10-1)=18

HYPOTHESIS TESTING METHOD - TWOSAMPLE T-TEST
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● t score (calculated) = 1.833

● t score (table) = 1.73 

● df= 18

● P Value: 0.041
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● The value of tscore is 1.64

● Since 1.833 > 1.73

● we reject the null hypothesis and conclude that on average boys score 15 marks 

more than girls in the exam.

5. Perform the test and draw your conclusion.

● The value of P Value is 0.04 < 0.05 (P value < alpha= 0.05 )

● We reject the null hypothesis.

HYPOTHESIS TESTING METHOD–TWO       SAMPLE T-TEST
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CORRELATION

226

● Correlation is a bi-variate analysis that measures the strength of association between two 

variables and the direction of the relationship.

● The correlation coefficient varies between +1 and -1.

● A value of ± 1 indicates a perfect degree of association between the two variables.

● As the correlation coefficient value goes towards 0, the relationship between the two 

variables will be weaker.

● Four Types

○ Pearson correlation, Kendall rank correlation, Spearman correlation, Point-Biserial

correlation.
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CORRELATION
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PEARSON CORRELATION
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● Pearson correlation coefficient is a measure of the strength of a linear association between 

two variables

● denoted by r
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WHYCORRELATION?
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● Is there a statistically significant relationship between age and height?

● Is there a relationship between temperature and ice cream sales?

● Is there a relationship among job satisfaction, productivity, and income?

● Which two variable have the strongest correlation between age, height, 

weight, size of family and family income?
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ASSUMPTIONS FOR A PEARSON CORRELATION:
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1. Both variables should be normally distributed.

This is sometimes called the ‘Bell Curve’ or the ‘Gaussian Curve’
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ASSUMPTIONS FOR A PEARSON CORRELATION:
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2. There should be no significant outliers
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ASSUMPTIONS FOR A PEARSON CORRELATION:
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3. Each variable should be continuous i.e. interval or ratios for example weight, time, height, 

age etc

4. The two variables have a linear relationship
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ASSUMPTIONS FOR A PEARSON CORRELATION:
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5. The observations are paired observations. That is, for every observation of the independent

variable, there must be a corresponding observation of the dependent variable. For example

if you’re calculating the correlation between age and weight. If there are 12 observations of

weight, you should have 12 observations of age. i.e. no blanks.
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PEARSON CORRELATION EXAMPLE
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PEARSON CORRELATION EXAMPLE
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● Pearson Correlation Coefficient = 38.86/(3.12*13.09)

● Pearson Correlation Coefficient = 0.95

We have an output of 0.95; this indicates that when the number of hours played to 

increase, the test scores also increase. These two variables are positively correlated.
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