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Answef @yl or ©:2, Q.3 0or Q.4, Q.50r Q.6, Q.7 or Q.8.
Neat diagrams must be drawn wherever necessary.
Figures tothe right side indicate full marks.

Assume suiitable data if necessary.

Use gf Scientific Calculator is permitted.

What isthe data Preparation phaseinfataAnalytics Lifecycle. What is

the Analytics Sandbox and ETLT frocess in this phase? [8]

List out different stakehol ders.of.an aalytics project. What they usually

expect at the conclusion (kéy outpLits) of a project? [8]
OR

List out the activitiesio beicarried out in model planning and model
building phase. What are different tools used for these phases? (8]

What is linear regressioft, and what are its primary objectives? What is
the difference between simple linear regression and multiplelinear
regression? How doyou eval uate the performance of liriear, regression? 8]

What islogistic regression, and how doesit diffexfrem linear regression?
What is the sigmoid function, and what role does it play in logistic
regression? [9]

Suppose you are given a dataset contai nirig-infefination about whether
emails are spam or not spam, along withtwo-feétures: the presence of
the word "offer” (1 for present, O for ‘absert) and the presence of the
word "free" (1 for present, O for absent). YGu-are tasked with classifying
anew email withthefollowing featurevalues: "offer"=1and "free"=1.[9]
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Giventhetraining dataset:

Emal | Offer | Free Spam
1 1 0 Ne

2 0 1 Yes

3 1 1 Yes

4 0 1 No

5 1 i Yes

Calculate theprobability that the new email isspam using Naive Bayes.
OR

How\doesthe Apriori agorithm discover frequent itemsetsin a dataset?
Wihet is the role of support and confidence irthe context of association
rufe mining using theApriori algoritm® [9]

Explain the process of building a decision tree? What are the criteria
used for splitting nodes in a decisiontiee? [9]

Suppose you have the fallowing-dataset containing the coordinates of

pointsin a 2-dimensiorial’ space: [9]
Point X Coordinate Y Coordinate

A 2 3

B 4 7

C 3 5

D 6 9

E 8 6

F 7 8

Perform K-means clustering on this gdataeset with K = 2. Assume the
initial centroids to be (2,3) and (8,6). Eompute the new centroids after
each iteration until convergence, and assign points to their nearest
centroids.
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How do you handle noise and irrelefant information in text data during
preprocessing? Explain the termS\bag of words and TF IDF in text
anaytics. [9]

OR

Explain how hiegarchical ‘clustering can be used for visualizing hierarchical
relationships.in data with suitable example? What are some real-world
applicationsof Hierarehical clustering? [9]

What isthehol deut method, and how doesit work? Explainthe difference
betweert rainiag set, validation set, and test set in the holdout method.[9]

What isa histogram?How isit used to visualize thedistribution of data?
Howlisit different from a density plot? [9]

What is the Hadoop ecosystem, andwhat a'e its primary components?
What is MapReduce, and how doesit fit jnto the Hadoop ecosystem? 9]

OR

What is a box plot? Explain the different components of a box plot?
How do you interpret the.median; quartiles, and whiskersin abox plot?
What doesthe interquettile range (IQR) represent in abox plot?  [9]

Explaintherole of Apache Pig in data processing workflows on Hadoop?
What is Apache Spark;~and how does it complement Hadoop fardig

data processing? [9]
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